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Abstract: Digitalization, enhanced storage capacities, and the Internet of Things increase the volume of data in modern organizations. To
process and make use of these data and to avoid information overload, management information systems (MIS) are introduced that collect,
process, and analyze relevant data. However, a precondition for the application of MIS is that users trust them. Extending accounts of trust
in automation and trust in technology, we introduce a new model of trust in MIS that addresses the conceptual ambiguities of existing
conceptualizations of trust and integrates initial empirical work in this field. In doing so, we differentiate between perceived trustworthiness
of an MIS, experienced trust in an MIS, intentions to use an MIS, and actual use of an MIS. Moreover, we consider users’ perceived risks and
contextual factors (e.g., autonomy at work) as moderators. The introduced model offers guidelines for future research and initial
suggestions to foster trust-based MIS use.
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Vertrauen in Management Informationssysteme – Eine theoretisches Modell

Zusammenfassung: Digitalisierung, verbesserte Speicherkapazitäten und das Internet der Dinge vergrößern die Datenmengen in modernen
Organisationen. Um diese Datenmengen zu verarbeiten, sinnvoll zu nutzen und eine Informationsüberflutung zu vermeiden, führen Organi-
sationen Management-Informationssysteme (MIS) ein, die relevante Daten sammeln, verarbeiten und analysieren. Eine Voraussetzung für
den Einsatz von MIS ist jedoch, dass Nutzer ihnen vertrauen. Aufbauend auf bestehenden Ansätzen zu Vertrauen in Automation und Ver-
trauen in Technologie präsentieren wir ein Modell zum Vertrauen in MIS, das konzeptuelle Unklarheiten bisheriger Vertrauenskonzepte
adressiert und erste empirische Befunde in diesem Bereich integriert. Dabei differenzieren wir zwischen der wahrgenommenen Vertrau-
enswürdigkeit eines MIS, dem Vertrauen in ein MIS, der Absicht ein MIS zu nutzen, und der tatsächlichen Nutzung eines MIS. Zudemwerden
durch Nutzer wahrgenommene Risiken und kontextuelle Faktoren (z.B. Autonomie bei der Arbeit) als Moderatoren berücksichtigt. Das
vorgestellte Modell bietet Leitlinien für zukünftige Forschung sowie erste Anregungen, wie eine vertrauensbasierte Nutzung von MIS unter-
stützt werden kann.

Schlüsselwörter: Vertrauen in Technologie, Management-Informationssysteme, MIS, Wissensmanagement, Informationsüberflutung

Today, organizations generate massive volumes of data
owing to the growing computational power and digital
storage capacities (Hilbert & López, 2011). Moreover, the
increasing implementation of sensing technologies and
digital connections between physical objects (Internet of
Things; e.g., Gubbi, Buyya, Marusic, & Palaniswami,
2013) create additional masses of data. While such large
amounts of data provide competitive advantages for
organizations if they are systematically used and integrated
in procedures and decision-making (McAfee & Brynjolfsson,
2012; Porter & Heppelmann, 2014), on the individual level,
huge amounts of data can also result in excessive demands
and information overload (Eppler & Mengis, 2004). Infor-
mation overload can cause impaired individual perform-
ance, loss of control, and can even negatively impact users’

health (Bawden & Robinson, 2009), which in turn can lead
to restrictions in organizational efficacy.

One way to reduce individual workers’ information
overload in modern organizations is to implement man-
agement information systems (MIS) that manage large
amounts of data automatically and support analysis,
control, coordination, visualization, and decisions – pre-
venting workers’ information overload and improving the
efficacy and quality of decision-making (e.g., Hertel et al.,
2019). However, apart from such benefits, the use of an
MIS can also be connected with uncertainties and risks.
For instance, the “average user” is usually not the person
who has programmed the MIS, nor is she/he a computer
specialist in most cases. Thus, MIS users have only
incomplete insights into how a specific MIS works. This
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is particularly the case with increasingly complex MIS
(e.g., Chen, Chiang, & Storey, 2012). Moreover, the
amount of information processed by an MIS usually
exceeds the capacities of a human user – this is why MIS
are useful in the first place. Therefore, individual users
cannot easily control the MIS’s functioning or the infor-
mation that is used as a basis for decision-making.
Additionally, errors due to malfunctioning MIS, faultiness
of information provided byMIS, or misuse of MIS by other
users can lead to costly mistakes, time-consuming correc-
tions, and damage to users’ reputations and how super-
visors evaluate their work performance. Thus, using MIS
can entail various risks and uncertainties; thus, applying
an MIS in the workplace requires a certain amount of trust
in the MIS.

To date, the literature lacks a specific conceptualization
of trust in MIS. Moreover, the related literature on trust in
technology has not sufficiently considered conceptual
differences between trust and perceived trustworthiness
(Gefen, Benbasat, & Pavlou, 2008) and has not adequate-
ly specified trust on the measurement level (Söllner &
Leimeister, 2013). On the basis of more general trust
models (e. g., Mayer, Davis, & Schoorman, 1995), we
argue that trust and trustworthiness are distinct, as they
can vary independently. For instance, users might still
distrust a highly trustworthy MIS if their general disposi-
tion to trust technology is low.

In this research, we define trust in MIS as the willing-
ness to depend on and be vulnerable to an MIS without
being able to monitor or control the MIS’s functioning,
that is, under uncertainty and risk (Gefen et al., 2008;
Mayer et al., 1995). By this definition, we consider trust in
MIS as an experienced state of the individual user that
includes both cognitive and affective facets and that
emerges and changes as a function of both the perceived
trustworthiness of an MIS as well as an individual’s
disposition to trust technologies more generally. We
define perceived trustworthiness of an MIS as the user’s
cognitive appraisal of the MIS as having favorable attrib-
utes in situations in which users face potential negative
outcomes (Gefen et al., 2008; McKnight, Carter, Thatch-
er, & Clay, 2011). Perceived trustworthiness comprises
users’ perceptions of the reliability, functionality, helpful-
ness, and credibility of an MIS (McKnight et al., 2011;
Thielsch, Meeßen, & Hertel, 2018). Moreover, we assume
that experienced trust affects behavioral intentions of
users, which in turn predict the actual use of an MIS in
work processes and decisions. Notably, we consider trust-
ful MIS use not as the naive utilization of an MIS, but
rather as the reflective and deliberate use of an MIS
without feeling the need for additional workarounds.

Another shortcoming in the literature to date is that
behavioral intentions have often been equated with actual

use of technologies, for instance, when behavioral con-
sequences are measured through self-reports of intentions
(e.g., Lankton, McKnight, & Tripp, 2015; Li, Hess, &
Valacich, 2008; Thatcher, McKnight, Baker, Arsal, &
Roberts, 2011). However, perceived trustworthiness, trust,
behavioral intentions, and actual MIS use are not only
distinct constructs, but their interrelations are also affect-
ed by different contextual conditions on various levels.
For instance, the effects of trust on behavioral intentions
should be moderated by risk perceptions, such as an
individual user’s fear of losing their reputation as respect-
ed decision-maker. Moreover, the effects of behavioral
intentions on the actual use of an MIS might be moder-
ated by general contextual factors, such as individual
users’ autonomy in work routines. Failing to discriminate
between perceived trustworthiness, trust, behavioral in-
tentions, and trusting behavior might lead to a neglect of
the described moderating conditions, which in turn might
result in an incomplete understanding of trust in MIS and
potential measures to enable and enhance trusting use of
MIS. In this article, we therefore offer a conceptual
clarification and differentiation of the introduced con-
structs related to trust in MIS, and we specify moderating
effects on the constructs’ interrelations. In doing so, we
integrate existing theoretical and empirical research on
technology acceptance, trust in technology, and organiza-
tional trust.

This article makes the following contributions to the
literature. To our knowledge, this is the first integrative
approach for understanding trust in MIS. Of course, we do
not consider trust as the only antecedent of MIS use.
However, we focus on trust as a central process in this
respect, integrating risk and uncertainty that are inherent
to the use of complex MIS. We present a comprehensive
model of trust-related processes in MIS use, including
contextual moderators that are still widely unexplored. In
so doing, our model provides various starting points for
potential organizational measures to improve trustful MIS
use at work. Moreover, based on our integrative model,
we elaborate an agenda for future research. In this
research, we address vocational settings in which users
have certain degrees of freedom in applying the MIS and
the information it provides. Please note that this is
different from trust in online services, which mainly
relates to private technology use and related risks, such
as the theft of payment information and personal data (for
a review, see Beldad, de Jong, & Steehouder, 2010).
Furthermore, our model is also distinct from approaches
on trust in automation and robots that focus on time-
limited and safety-related work settings, such as aviation,
military, and manufacturing (for reviews, see Hancock et
al., 2011; Hoff & Bashir, 2015; Lee & See, 2004; Para-
suraman & Riley, 1997, Parasuraman & Wickens, 2008).
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Extant Models of Acceptance and
Trust in Technology

In this model on trust in MIS, we integrate present models
from the field of trust in technology and the broader
technology acceptance tradition. As an example of the
latter research perspective, the seminal technology ac-
ceptance model (TAM; Davis, 1989; Davis, Bagozzi, &
Warshaw, 1989) predicts actual system use with a focus
on behavioral considerations. The TAM draws on the
theory of reasoned action that predicts human behavior as
a manifestation of (a) beliefs about consequences of the
behavior in question, (b) attitudes toward this behavior,
and (c) intentions to perform this behavior (Fishbein &
Ajzen, 1975). Specifically, the TAM conceptualizes per-
ceived usefulness and perceived ease of use as predictors
of use-related attitudes. These attitudes are expected to
predict behavioral intentions to use a specific technology,
which in turn is assumed to predict the actual use of the
specific technology (Davis et al., 1989). Since results
suggested that behavioral beliefs more directly affect
behavioral intentions (Davis et al., 1989; Davis & Venka-
tesh, 1996), later versions of the TAM were modified so
that attitudes were no longer considered as criteria for
predicting behavioral intentions (Venkatesh & Bala,
2008; Venkatesh & Davis, 2000). Together, the TAM
provides a parsimonious model to explain technology
acceptance; further, it is supported meta-analytically and
has been applied to various technologies, such as clinical
information systems, organizational information systems,
and online services (King & He, 2006).

Perhaps the most prominent example of the trust
research perspective is the trust in a specific technology
model introduced by McKnight and colleagues (2011).
The authors focus on trusting beliefs toward technologies
(i. e., beliefs that a technological artifact has favorable
characteristics) that they clearly contrast with trusting
beliefs toward people. In doing so, McKnight and collea-
gues (2011) identified trusting beliefs exclusively linked to
a technology itself instead of being related to human
factors in the technology’s surroundings, such as technical
support. In their model, McKnight and colleagues define
trust in technology as the reflection of, “beliefs that a
specific technology has the attributes necessary to per-
form as expected in a given situation in which negative
consequences are possible” (McKnight et al., 2011, p. 7).
Hence, McKnight and colleagues conceptualize trust
through trusting beliefs that comprise reliability, function-
ality, and helpfulness. Empirical examinations of the
model revealed that trust, measured through trusting
beliefs, significantly correlated with usage intentions and
self-reported use behaviors (McKnight et al., 2011).

Similar to the TAM (Davis et al., 1989), the trust in a
specific technology model (McKnight et al., 2011) applies
the concepts of beliefs and intentions to the processes of
engaging in technology use. However, in addition to
cognition (i. e., beliefs) and conation (i. e., intentions;
Fishbein & Ajzen, 1975), trust is an experienced state of
the individual user that includes changing affect and
cognitions. Similar to the majority of online trust research
(Gefen et al., 2008) and research on trust in automation
(e.g., Gold, Körber, Hohenberger, Lechner, & Bengler,
2015; Jian, Bisantz, & Drury, 2000), McKnight and
colleagues (2011) do not clearly distinguish between
trusting beliefs about a technology’s attributes and trust
itself. Consequently, factors that might influence the
emergence of trust as an experienced state have not been
considered so far. For instance, as we will further
delineate herein, the connection between perceived trust-
worthiness and experienced trust might become stronger
the longer a technology is used.

In addition, even though McKnight (2005) originally
distinguished between trusting intentions and trusting
behavior, McKnight and colleagues (2011) interpreted the
observed effects of perceived trustworthiness on behav-
ioral intentions as the effects of trust on behavior.
However, intentions only account for part of the variance
in behavior, a phenomenon that is referred to as the
intention–behavior gap (Sheeran, 2002) and that has also
been observed in technology use (Bhattacherjee & San-
ford, 2009). In our model of trust in MIS, we clearly
distinguish trust from its antecedents and outcomes. In
addition, we build on and extend an existing model of
trust in organizations (Mayer et al., 1995), and we
integrate moderators of the relations between trust and
intentions as well as between intentions and behavior.

Trust in Organizations

Considering the specific context of work-related organ-
izations and theorizing the role of both contextual and
relational risk, the seminal model of organizational trust
(Mayer et al., 1995) also offers a differentiated framework
for conceptualizing trust in MIS. In their model that has
been applied in various fields (Schoorman, Mayer, &
Davis, 2007), Mayer and colleagues (1995) separate the
party who trusts (the trustor) from the party who is trusted
(the trustee) in order to clarify the relationality of trust.
The authors assume that trust is predicated on the extent
to which the trustor perceives the trustee as trustworthy.
Trustworthiness comprises the trustee’s ability, benevo-
lence, and integrity. Moreover, Mayer and colleagues
assume that trust is affected by the trustor’s dispositional

8 S. M. Meeßen et al., Trust in Management Information Systems
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propensity to trust. Indeed, trusting beliefs in McKnight
and colleagues’ model (2011) are very similar to the
concept of perceived trustworthiness in Mayer and col-
leagues’ model (1995), as both refer to the favorable or
unfavorable attributes of a trustee.

In addition, Mayer and colleagues (1995) considered
risk to be inseparably linked with trust, arguing that trust
becomes relevant when the trustee conducts an action
relevant to the trustor; that is, when something is at stake
for the trustor. In particular, the authors expect perceived
risk to affect the behavioral manifestation of trust; only if
trust exceeds the perceived risks will the trustor under-
take risky actions. Furthermore, the authors expect that
the context and outcomes of behavioral manifestations of
trust influence how the trustor adjusts their prior per-
ceived trustworthiness and trust, such that the previous
outcomes feed back into further perceived trustworthi-
ness (Mayer at al., 1995). Indeed, meta-analyses on
interpersonal trust within organizational settings revealed
that trust was positively correlated with task performance,
citizenship behavior, and risk-taking, such as more shar-
ing of information or delegating tasks (e.g., Breuer,
Hüffmeier, & Hertel, 2016; Colquitt, Scott, & LePine,
2007).

By distinguishing between perceived trustworthiness,
trust, perceived risks, and behavioral outcomes, the
model of trust in organizations (Mayer at al., 1995)
considers the constructs’ singularities and allows one to
explore moderators that specifically affect the constructs’
interrelations. Therefore, this model offers a starting
framework for trust in MIS. However, Mayer and collea-
gues (1995) did not distinguish between trust and related
behavioral intentions, potentially neglecting factors that
might influence the extent to which intentions result in
actual behavior. In our model of trust in MIS, we
integrated perceived behavioral control (e. g., Ajzen,
1985) as another central building block.

A Theoretical Model of Trust in MIS

Following the described considerations, we conceptualize
individuals’ trust in MIS by integrating various theoretical
concepts. Specifically, among the predictors of MIS use,
we distinguish between users’ perceptions of MIS trust-
worthiness, their trust in the MIS, and their behavioral
intentions to use the MIS. Figure 1 shows our proposed
model of trust in MIS. In the following, we define the
different constructs of the model and integrate them into
current research. Moreover, we offer concrete proposi-
tions for the concepts’ interrelations.

Perceived Trustworthiness of MIS

Following the general structure of the model of organiza-
tional trust (Mayer et al., 1995), we consider potential
users of an MIS as trustors (i. e., the entity that makes
her-/himself vulnerable) and the MIS as trustee (i. e., the
entity that can potentially harm the trustor). Thus, the
extent to which users perceive an MIS as trustworthy
should be one main predictor of their experienced level of
trust in the MIS. However, we deliberately distinguish
trustworthiness perceptions and trust because perceived
trustworthiness depicts the appraisal of an MIS’s charac-
teristics, whereas trust describes an emergent state of an
individual willing to depend and to make oneself vulner-
able (Gefen et al., 2008; Mayer et al., 1995). While both
constructs are positively related, the relationship is not
deterministic and can be qualified by moderating factors
such as specific experiences with the MIS over time.

Related distinctions between perceived trustworthiness
and trust in technology have been made in the field of e-
commerce: Komiak and Benbasat (2004) offered a
distinction between cognitive trust, which can be seen as
similar to perceived trustworthiness, and emotional trust,
described as, “the trustor’s feeling toward the behavior of
relying on the trustee” (Komiak & Benbasat, 2006,

Figure 1. Theoretical model of trust
in management information systems
(MIS).

S. M. Meeßen et al., Trust in Management Information Systems 9
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p. 944). In an experimental study, the authors found that
both cognitive trust and emotional trust had positive
effects on intentions to adopt a recommendation agent.
Moreover, emotional trust partially mediated the effect of
cognitive trust on the intention to adopt the recommen-
dation agent (Komiak & Benbasat, 2006). These results
are in line with our proposed distinction between per-
ceived trustworthiness and trust, with the assumed partial
mediation process between perceived trustworthiness,
trust, and behavioral consequences. However, our model
considers trust not exclusively as an affective state but as
an experienced state that includes both affective and
cognitive facets (for an initial operationalization, see the
trust items used in Thielsch et al., 2018).

In general, we assume that users are more willing to
rely on an MIS and to make themselves vulnerable to an
MIS when they perceive the MIS to predictably and
adequately fulfil their needs to master a situation. Con-
sequently, users’ perceptions of the trustworthiness of an
MIS should affect their experienced trust in the MIS. We
further specify four different facets of trustworthiness
perceptions that are grounded both in more general
theoretical accounts (i. e., McKnight et al. 2011) as well as
more recent empirical research (Thielsch et al., 2018).
McKnight and colleagues (2011) considered three factors
to be relevant trustworthiness perceptions of technolo-
gies: the extent to which a piece of technology has
features that allow users to fulfil their intended tasks
(functionality), the extent to which the technology oper-
ates in a continual and accurate manner (reliability), and
the extent to which the technology provides help for the
user (helpfulness). These factors have been widely adopt-
ed in information systems research in order to measure
trust and its effects on the intention to explore, the
intention to trust, or the intention to continue to use a
specific information system (e.g., Lankton et al., 2015;
Thatcher et al., 2011). Complementing and further ex-
tending these factors, Thielsch and colleagues (2018)
applied an explorative approach to examine antecedents
and consequences of trust in information systems at work
using the critical incident interview technique (Flanagan,
1954). Their results suggest that users assess the trust-
worthiness of an MIS not only by considering features of
the MIS itself, but also by assessing the credibility of the
information that the MIS provides. Thielsch and collea-
gues (2018) successfully validated the explorative findings
in a second study using a quantitative approach. Users
may assess the trustworthiness of an MIS before their first
use, for instance, based on conversations with colleagues,
supervisors, or the technical support staff, or from their
first impression of the user interface. Together, we
propose:

Proposition 1: Individuals’ trust in an MIS is predicted by
their perceived trustworthiness of the MIS (i. e., subjective
perceptions of functionality, reliability, helpfulness, and
credibility of provided information).

Disposition to Trust Technology

As in trust processes more generally, we assume trust in a
specific MIS also to be affected by the trustor’s stable
dispositions. Mayer and colleagues (1995) defined dispo-
sitional factors as the “general willingness to trust others”
(p. 715). More specifically in the context of technologies as
trustees, McKnight and colleagues (2011) defined a
person’s propensity to trust technology as “the[ir] general
tendency to be willing to depend on technology across a
broad spectrum of situations and technologies”
(McKnight et al., 2011, p. 7). The authors operationalized
this concept through two factors: first, a person’s ten-
dency to assume that technologies have favorable attrib-
utes (faith in general technology), and second, a person’s
assumption that they can rely on technology in general
(trusting stance in general technology). However, in later
research, a person’s propensity to trust was operational-
ized exclusively through their trusting stance (Lankton et
al., 2015). Initial empirical results indicated that such
disposition to trust technology significantly affected trust-
ing intentions and intentions to continue using a specific
technology (Lankton et al., 2015).

In line with the general structure of trust-related
processes outlined by Mayer and colleagues (1995), we
argue that users’ disposition to trust technology affects
the extent of their experienced trust in MIS. Users who
generally tend to trust different technologies in various
situations should experience higher degrees of trust in an
MIS, whereas users who are generally unwilling to depend
on technology should experience lower trust in an MIS.
Thus, we propose:

Proposition 2: Individuals’ trust in an MIS is predicted
by their disposition to generally trust technology.

Notably, trust in automation research (e.g., Lee & See,
2004) as well as the organizational trust model (Mayer et
al., 1995) considered trust as an attitude. However, given
that attitudes are rather stable (Fishbein & Ajzen, 1975),
such a conceptualization of trust makes it difficult to
represent the dynamic and reactive aspects of trust
emergence and development over time. Therefore, we
consider trust-related attitudes as part of individuals’
disposition to trust technology in general (see Figure 1),
complementing other more stable dispositional influences
on trust such as personality factors (e.g., extraversion,
conscientiousness, and agreeableness; Furumo, de Pillis,
& Green, 2008). By contrast, we consider trust as an

10 S. M. Meeßen et al., Trust in Management Information Systems
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emerging state, experienced by the trusting individual,
and constantly influenced by the various factors consid-
ered. For instance, users’ trust in an MIS is likely to
decrease as soon as an MIS works unreliably (e. g., after a
defective software update), and trust should gradually
increase again after programming errors have been fixed.

Trust in MIS, Behavioral Intentions, and
Actual Use of MIS

Having established the concept of trust in MIS and its
predictors, we now turn to the consequences of trust,
differentiating trust from behavioral intentions and the
actual use of an MIS. In online trust research, trust has
widely been defined as the willingness to depend on
someone or something (e.g., Gefen et al., 2008). More-
over, scholars in general have integrated behavioral
intentions into their conceptualization of trust or referred
to trust as a behavioral intention (e.g., Gefen et al., 2008;
Mayer et al., 1995; McKnight et al., 2011). However, we
argue that it is important to distinguish trust from
behavioral intentions for two reasons. First, trust in
general, and trust in MIS more specifically, becomes
relevant when the trustor’s interests are at risk (Mayer et
al., 1995), whereas behavioral intentions do not require
potential vulnerability as a necessary precondition but
precede any kind of deliberate behavior (Fishbein &
Ajzen, 1975). Second, trust in MIS and behavioral inten-
tions to use an MIS do not share the same antecedents. As
argued earlier, trust in MIS is assumed to be based on
trustworthiness perceptions of the MIS and on the general
disposition to trust technology, whereas behavioral inten-
tions are also affected by beliefs toward the behavior in
question and social norms (e.g., Venkatesh & Davis,
2000). According to the theory of reasoned action, the
intention to perform a certain behavior can be considered
as the subjective likelihood to conduct a certain behavior
(Fishbein & Ajzen, 1975). For MIS use, we assume that
trust in MIS is only one out of several factors that
positively affect one’s intention to use an MIS. Never-
theless, if users are willing to depend on and be vulnerable to
an MIS, they should have a greater intention to use it.

Proposition 3: Individuals’ trust in an MIS partly predicts
their behavioral intentions to use the MIS.

Moreover, we assume that intentions to use an MIS
enhance the likelihood that users actually use the MIS.
Please note that this prediction is not trivial because
behavioral intentions are not the only predictors of actual
usage behavior (e. g., Bhattacherjee & Sanford, 2009).
Other factors that affect technology use at work are, for
instance, developed habits and routines, prescribed work
processes, or legal regulations. Therefore, we assume that

behavioral intentions only partly predict actual use of
MIS:

Proposition 4: Individuals’ behavioral intentions to use
an MIS partly predict their actual use of the MIS.

Perceived Risks and Contextual Constraints
as Moderating Conditions

Mayer and colleagues (1995) considered risk in two
different ways. First, they integrated risk in the trust
definition because they described the “willingness to
make oneself vulnerable” also as the willingness to take
risks. Second, the authors considered perceived risk to be
relevant for the manifestation of trust, that is, for the
translation into actual risk-taking behavior. Applied to
trust in MIS, the former includes risks inherent in the
relation between a user and an MIS, whereas the latter
refers to contextual conditions and comprises the trustor’s
belief in the likelihood of gains or losses due to these
perceived contextual risks (see Mayer et al., 1995). For
instance, even when users trust an MIS (because the MIS
is perceived as trustworthy and dispositional trust factors
are high), they should not intend to rely on the MIS if
context conditions are too risky (e.g., when potential
mistakes are too costly, or when the management dis-
approves of using technologies). Consequently, we con-
tend that perceived risks due to context conditions
represent a crucial moderator for the effect of trust on
behavioral intentions to use MIS. Moreover, we argue that
perceived risks are particularly relevant for the intention
formation process when users deliberately consider gains
and losses of MIS usage.

Trust and related risks have been examined in e-
commerce studies on private usage of (mainly commer-
cial) online services, in which websites or recommenda-
tion agents were the trustees. Results have indicated that
e-commerce customers perceived risks particularly with
regard to theft of payment details and personal informa-
tion (e.g., Kim, Ferrin, & Rao, 2008; Liebermann &
Stashevsky, 2002). In work-related settings, different
risks are to be considered when workers seek to make a
living and to fulfil personal needs (e.g., growth, achieve-
ment, self-esteem) and social needs (e.g., relatedness,
affiliation; see Haslam, Powell, & Turner, 2000). Prom-
inent examples for work-related risks are potential losses
regarding social status or career progress.

Social status can be defined as, “respect, admiration,
and voluntary deference individuals are afforded by
others” (Anderson, Hildreth, & Howland, 2015, p. 1) and
represents an important part of workers’ self-esteem. If
this social status is threatened when an MIS is used, for
instance, when supervisors are overtly critical when errors
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occur, the intention to rely on an MIS should decrease
even if the MIS is perceived to be trustworthy.

Risks regarding career progress relate to negative
repercussions for users’ careers. For instance, if users are
held accountable for decisions made based on an MIS, the
intention to rely on the MIS should decrease even if the
MIS itself is trusted. In such situations, users are more
likely to apply workarounds, for example, by running
extensive double-checks with source data. Together, the
effects of experienced trust in an MIS on the intention to
use the MIS is assumed to be qualified by contextual
conditions that increase or decrease the potential risks
related to MIS use. Thus, we postulate:

Proposition 5: The relation between users’ trust in an
MIS and their intention to use the MIS is moderated by
their perception of related risks when using the MIS:
Higher perceived risks (potential losses) reduce the effect
of users’ trust on users’ intentions to use the MIS.

In addition to moderating effects of users’ risk percep-
tions on the relation between trust in an MIS and
deliberate intentions to use the MIS, we also consider
moderating conditions of the relation between deliberate
intentions to use an MIS and the actual usage (i. e.,
behavior) of the MIS (see Figure 1). In general, the
intention–behavior link can be influenced by numerous
factors, such as type and properties of intentions and
behavior, personality factors, or action control and habits
(e. g., Sheeran, 2002).

Applied to our model of trust in MIS, trust-based
intentions to use an MIS are only one out of many factors
that determine the actual usage of an MIS. Other
influencing factors do not directly relate to experienced
trust of the user but reflect contextual conditions such as
users’ control and autonomy at work, supervisory instruc-
tions, or social norms and work routines. These factors
not only directly affect the likelihood of MIS use, but they
also moderate the strength of the relation between users’
trust-based intentions to use an MIS and actual usage
behavior. For instance, perceived behavioral control can
affect usage behavior both directly and indirectly through
trust-based intentions (Ajzen, 2002). More generally, we
assume that the relation between trust-based intentions to
use an MIS and actual MIS use is qualified by environ-
mental factors that simplify or impede the voluntary
control of the individual user. Thus, we propose:

Proposition 6: The relation between users’ intentions to
use an MIS and the actual use of the MIS is moderated by
contextual factors: Factors facilitating users’ control in-
crease the relation between users’ intention to use an MIS
and actual usage of the MIS.

MIS Use and Experiences With the MIS

In our proposed model of trust in MIS, actual MIS use is
the main outcome variable, where actual MIS use reflects
the secure dependence or reliance on the MIS instead of
trying to control the MIS (McKnight, 2005). That is, actual
MIS use refers to the application of an MIS in organiza-
tional work processes without individual users conducting
unnecessary workarounds or consulting additional infor-
mation sources. However, actual MIS use is not only
considered as an outcome but also as a precursor for
following trustworthiness assessments. When using an
MIS, individuals gain experience with the MIS, which
enables further evaluations and re-evaluation of the trust-
worthiness of the MIS. Thus, MIS use can change
perceived trustworthiness in repeated feedback circles:

Proposition 7: The evaluation of an MIS during usage
affects the perceived trustworthiness of an MIS in sub-
sequent usages.

Moreover, as proposed by Schoorman and colleagues
(2007), dispositional factors with respect to trust should
be particularly relevant in the initial phases of trust
building, when trustors have only few personal experien-
ces with the trustee. In our model of trust in MIS, we
assume that users rely on more general attitudes and
dispositions when having only few or no personal experi-
ences with an MIS. Such general attitudes and disposi-
tions might also influence users’ initial impression of an
MIS’s interface, or information about the MIS from
others. By contrast, systematic assessments of the trust-
worthiness of an MIS should become more relevant over
time when users gain more personal experience with the
MIS. Together, we assume that experiences with an MIS
moderate the relative impact of MIS trustworthiness
perceptions and dispositions to trust technology:

Proposition 8a: The effect of users’ trustworthiness
perceptions on trust in an MIS is moderated by users’
experience with the MIS: More experience with the MIS
increases the effect of perceived trustworthiness on trust.

Proposition 8b: The effect of users’ disposition to trust in
technology on trust in an MIS is moderated by users’
experience with the MIS: More experience with the MIS
decreases the effect of users’ disposition to trust technology.

Summary and Discussion

In this article, we introduce a model of trust in MIS that
integrates and extends current theories on trust and
technology acceptance, as well as initial empirical results.
We understand trust in MIS as an experienced state,
defined as the willingness to depend on and be vulnerable
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to an MIS. This definition distinguishes trust from trust-
worthiness perceptions of an MIS, mere attitudes toward
technologies, and behavioral intentions to use an MIS. As
such, our model goes beyond approaches that are less
clear about the distinction between these constructs,
responding to related calls for more conceptual precision
in this emerging field (e.g., Gefen et al., 2008).

This model of trust in MIS considers users’ trustworthi-
ness perceptions of an MIS and their disposition to trust in
technologies as antecedents of trust. We propose that
trust enhances users’ behavioral intentions to use MIS and
that behavioral intentions thereafter inform actual MIS
use. Furthermore, we assume a feedback loop from
concrete experiences that users have through actual MIS
use on trustworthiness perceptions as well as on the
impact that trustworthiness perceptions and disposition to
trust have on trust. We also expect that users’ perceptions
of risks (Mayer et al., 1995), for instance, potential losses
in social or vocational status within the work group or
organization, moderate the effect of trust on behavioral
intentions. Moreover, drawing on approaches that explain
behavior in general (Ajzen, 1985, 2002) and in automa-
tion reliance (Lee & See, 2004) as well as extending trust
in technology (e.g., McKnight et al., 2011) and technology
acceptance models (e. g. Davis et al., 1989), we assume
that contextual factors moderate the translation of trust-
based intentions to use the MIS into actual MIS use.

The presented model can be contrasted with current
approaches for trust in online services (e.g., Beldad et al.,
2010; Gefen et al., 2008) and trust in automation (e.g.,
Lee & See, 2004) by addressing trust in MIS applied in
management settings. This includes specific character-
istics of MIS use at workplaces: Whereas users of online
services perceive vulnerabilities that are related to poten-
tial misuse of their personal data and payment informa-
tion, MIS users perceive vulnerabilities that are related to
their job performance and their status at work. Trust in
automation research examines automated processes that
are characterized by time limitations and safety regula-
tions (Parasuraman & Wickens, 2008); By contrast, the
application of MIS in management processes subtends
higher degrees of volitional control.

Research Implications

The presented model provides interesting guidelines for
future research. The proposed distinctions between per-
ceived trustworthiness, trust in MIS, and behavioral
intentions to use MIS need to be examined empirically,
together with considered moderating factors. Moreover,
measuring trust in MIS reliably and distinctly from related
constructs is still an unresolved topic. Even though scales

are provided for measuring trustworthiness factors (e. g.,
McKnight et al., 2011), emotional trust (Komiak &
Benbasat, 2006) and behavioral intentions (e.g., Venka-
tesh, Morris, Davis, & Davis, 2003), more research is
needed to examine whether these scales truly distinguish
between the related concepts. To the best of our knowl-
edge, no extensively tested scale is available that applies
to the integral psychological state of trust in MIS as it is
proposed in the current work. The need for appropriate
scales and measurement models is emphasized by meas-
urement model misspecifications that have previously
been identified in information system trust research
(Söllner & Leimeister, 2013). The moderating effect of
perceived risks and contextual factors represents another
starting point for future research. Further research is also
needed to assess what exactly constitutes perceived risks
and contextual factors.

For reasons of parsimony, we focused on the main
relationships between the concepts in our proposed
model. Nevertheless, additional relationships are conceiv-
able and might be addressed in further investigations. For
instance, users’ disposition to trust might moderate
experiences with an MIS. Users with low disposition to
trust in technology may focus on negative information
about the MIS, leading to a more biased perception of
MIS’s trustworthiness.

Moreover, differentiating trust from behavioral inten-
tions allows for the analysis of specific trust effects that go
beyond mere MIS use. For instance, recent empirical data
have shown that trustful usage of MIS at work was
accompanied by significantly higher levels of well-being,
performance, and post-usage satisfaction as compared
with distrustful usage of MIS (Thielsch et al., 2018). These
results suggest that trust is not only relevant for actual
MIS use but can also contribute to less strenuous working
conditions. Given the constantly increasing volumes of
data in modern organizations, more research is needed on
health determinants that are related to MIS use and to
trusting in MIS. As an initial example, a recent exper-
imental study showed that MIS use not only improved the
well-being of its users and enhanced individual perform-
ance, but it also liberated mental resources for unrelated
additional tasks (Hertel at al., 2019). More research is
needed in order to clarify the relevance of trust in the
related MIS in terms of enhancing performance and well-
being.

Additionally, further investigations are needed on the
nature of trust. In our proposed model, we understand trust
as an experienced state that constantly reacts to trustworthi-
ness perceptions and changes in the course of actual MIS
use. With this conceptualization, we draw on the call for
more temporalism in applied psychology (Roe, 2008). Still,
little research has been conducted on the dynamic properties

S. M. Meeßen et al., Trust in Management Information Systems 13

© 2020 Hogrefe Verlag. Distributed under the Zeitschrift für Arbeits- und Organisationspsychologie (2020), 64 (1), 6–16
Hogrefe OpenMind-License https://doi.org/10.1026/a000002

 h
ttp

s:
//e

co
nt

en
t.h

og
re

fe
.c

om
/d

oi
/p

df
/1

0.
10

26
/0

93
2-

40
89

/a
00

03
06

 -
 S

at
ur

da
y,

 A
pr

il 
20

, 2
02

4 
4:

44
:5

1 
A

M
 -

 I
P 

A
dd

re
ss

:3
.1

33
.1

44
.1

97
 

https://doi.org/10.1026/a000002
https://doi.org/10.1026/a000002


of trust. Longitudinal studies are desirable, including studies
that examine trust in MIS at various points, for example,
during a working day. Indeed, the proposed impact of actual
MIS use and the related change in perceived trustworthiness
and consequently in trust would entail an analysis of trust in
various stages of use.

In general, the boundary conditions of the presented
model need to be examined. Even though we determined
boundary conditions by focusing on vocational manage-
ment settings, broader contextual factors, such as culture
(Leidner & Kayworth, 2006), merit further examination.
While the presented model focuses on trust, distrust may
involve additional influencing factors or different proc-
esses (e.g., Seckler, Heinz, Forde, Tuch, & Opwis, 2015,
Thielsch et al., 2018) providing another starting point for
further investigation.

Implications for Practitioners

The proposed model entails three major practical impli-
cations to enhance MIS use and, thus, to reduce overload
through growing amounts of organizational data: enabling
trust, reducing perceived risks, and diminishing contex-
tual constraints. First, in order to enable trust, an MIS has
to be (perceived as) reliable, functional, and helpful and to
provide credible information. Thielsch and colleagues
(2018) offer practical implications for enhancing trust in
information systems at work, as well as for avoiding
distrust. Their implications comprise system quality,
information quality, service quality, context, and persons
involved. In addition, experiences with the MIS and
realistic information about the MIS’s favorable attributes
can lower the potentially biased impact of dispositional
trust.

Second, reducing the perceived risks of the MIS
increases the probability that trust will result in intentions
to use the MIS. Therefore, contextual conditions of MIS
use such as leadership behavior or organizational policies
should be reconsidered and adapted if necessary. A
context in which potential personal gains exceed potential
personal losses should lower perceived risks and therein
make actual MIS use more probable.

Third, in order to strengthen the effects of trust-based
intentions to use the MIS on actual MIS use, organizations
might consider contextual factors that impede MIS use
during the MIS’s implementation, such as to assure easy
access and use of the MIS (e.g., Venkatesh, 2000) or to
train and support users. In addition, MIS use might be
positively influenced by increasing users’ control during
the implementation process, through involving them in
the acquisition, configuration, and potential changes of
MIS relevant to their workplace. Moreover, organizations

might review and redefine decision-making practices and
support from top management (e.g., McAfee & Brynjolfs-
son, 2012).

Conclusion

Digitalization and the Internet of Things are progressing,
and the amounts of data in and around organizations are
increasing. MIS represent promising applications that can
deliver benefits by easing worker overload in the face of
growing volumes of organizational data. While trust in an
MIS represents an essential precondition for actual MIS
use, perceived trustworthiness, perceived risks, and con-
textual factors represent the essential key components in
translating this trust into actual MIS use. The proposed
model integrates these key components, thus providing
orientation and implications for both research and prac-
tice.
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