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Abstract: We provide ratings for a representative set of 2,000 German first names with regard to perceived sex, foreign origin (yes/no), and
familiarity. In two studies participants (N = 736 and N = 237) estimated intelligence, education, attractiveness, religiousness, age, warmth, and
competence of persons with the respective name. Descriptive results show strong stereotypes in society in that most of the top-rated names
on intelligence, competence, and religiousness were male, whereas all top-rated names on attractiveness and warmth were female. The
reliability of most ratings is satisfactory. We provide correlations between the rated dimensions to give an overview of the internal structure of
the dataset. To enhance usage of the dataset, we provide an R-package, which allows querying subsets of names depending on experimental
requirements.
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A common experimental manipulation in the area of social
psychology is to present first names to signal groupmember-
ship (e.g., gender: Brosi, Spörrle, Welpe, & Heilman, 2016;
Heyder & Kessels, 2015; Moss-Racusin, Dovidio, Brescoll,
Graham, &Handelsman, 2012; Steinpreis, Anders, & Ritzke,
1999; ethnic groups: Bertrand & Mullainathan, 2004;
Lütkenhöner, 2011; different ages: Kuhlmann, Bayen,
Meuser, & Kornadt, 2016), to manipulate perceived charac-
teristics, such as intelligence or attractiveness (e.g., Gebauer,
Leary, & Neberich, 2012; Greitemeyer & Kunz, 2013; see
also Newman, Tan, Caldwell, Duff, & Winer, 2018) or to
allow participants to follow a narrative in multiple vignettes
(Newman et al., 2018). For a successful manipulation, name
carriers must actually be perceived to belong to the intended
group and names need to be indeed associated with the
intended characteristics. Furthermore, other characteristics
associated with the respective names must be comparable
and thus unconfounded with group membership (e.g.,
Böhm, Schütz, Rentzsch, Körner, & Funke, 2010; Brosi
et al., 2016; Heyder & Kessels, 2015; Moss-Racusin et al.,
2012; Schulz, Rudolph, Tscharaktschiew, & Rudolph, 2013;
Steinpreis et al., 1999; I. Winkler, Jonas, & Rudolph, 2008,
all controlled for one or multiple perceived characteristics
of the given names). Typically, researchers in previous
studies using first names either generated small ad hoc

samples of names that were rated by a small number of
participants in a pilot study (e.g., Bertrand & Mullainathan,
2004; Lütkenhöner, 2011; Stevens, Volstorf, Schooler, &
Rieskamp, 2011), re-used names from previous studies with
similar research questions (e.g., Gebauer et al., 2012; Moss-
Racusin et al., 2012; Steinpreis et al., 1999), or referred to
existing validated sets of first names (e.g., Böhm et al.,
2010; Brosi et al., 2016; Greitemeyer & Kunz, 2013; Heyder
& Kessels, 2015; Kuhlmann et al., 2016; Schulz et al., 2013;
I. Winkler et al., 2008). For German names, the dataset
provided by Rudolph, Böhm, and Lummer (2007; see also
Rudolph& Spörrle, 1999) is most frequently used. This data-
set includes the 60 most common German first names
(30male and 30 female), rated by 149 participants in terms
of age, intelligence, attractiveness, and religiousness. For
names from the United States a dataset is provided by
Newman et al. (2018), which includes400 names (200male
and 200 female), with the names rated by497 participants in
terms of age, competence, and warmth. In some of the exist-
ing datasets also other characteristics such as topicality or
sex are included. Typically, these characteristics have been
measured based on demographic statistics. For example,
Rudolph et al. (2007) categorized German first names with
regard to topicality (modern, old-fashioned, or ageless) and
sex based on demographic statistics about the allocation of
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these names to newborns in the years between 1960 and
2004. Similarly, Bertrand and Mullainathan (2004) used
statistics about the ethnicity from birth certificates to
determine the ethnic membership of a name. While those
measures by definition reflect the true relation between
name and name carriers (e.g., frequency of names for differ-
ent ethnic groups), people may have incorrect beliefs about
the true relations. Thus, thosemeasures might not be a valid
indicator for the potentially distorted perceived relations
between names and characteristics. In addition, the defini-
tion of the characteristics underlying these measurements
may be different from how people actually perceive these
characteristics (e.g., problems with construct validity).

In addition to these potential limitations for the use of past
validation studies, the number of names included in those
study was typically low. Experiments on decision making,
for example, often require a large number of trials (e.g.,
Dorrough, Glöckner, Betsch, & Wille, 2017; Stevens et al.,
2011) for which a larger number of names would be desir-
able to avoid repeating the same names across different
trials. Repeating the same name may introduce undesired
effects such as increased liking due tomere exposure (More-
land & Zajonc, 1982). Furthermore, the experimental design
may require different information to be conveyed to the par-
ticipants in different trials. Another experimental constraint,
which can increase the number of required names, is that
some names may not be usable in some studies. For exam-
ple, Steinpreis et al. (1999) investigated the impact of stereo-
types among psychologists using different first names for
otherwise equivalent CVs. To avoid confusion with any real
existing psychologists and the ones given in the CVs, they
ensured that the names used in the study did not appear
in the APA membership directory. For small sets of names
(e.g., Rudolph et al., 2007), removing names may be impos-
sible or may result in a set of names that are not comparable
with respect to other perceived characteristics. Similarly,
Rentzsch, Schütz, and Schröder-Abé (2011) specificallymen-
tioned that they did not use any names in their study, as the
current existing norms for German first names did not allow
them to identify enough names rated similarly in terms of
intelligence and attractiveness. By providing a much larger
set of names, researchers can remove a larger number of
names, which may be problematic for their design, and still
be left with a usable number of validated names.

Furthermore, but related to the previous issue, a name set
representative of a certain reference set often needs to be
selected for generating internally and externally valid results
(Brunswik, 1955; see also Newman et al., 2018, for this argu-
ment specifically applied to names). Generating such a sub-
set requires a representative set and ratings on relevant
selection criteria to begin with. For names, such a set has
not been provided so far. Ad hoc selections of names based
on experimenters’ intuition or mental simulation as well as

some kinds of piloting can artificially increase estimates of
the true effect and should, therefore, be avoided (Fiedler,
2011). Even more so, previous studies investigating the
names used in psychological experiments have shown a sys-
tematic tendency to use names, which can strongly bias the
findings in the direction required by the researcher (Kasof,
1993). For example in research on stereotpyes, male names
were often associated with higher intelectual competence
than the female names, with which they were contrasted.

Finally, although ratings of names in prior studies cover
plenty of perceived characteristics, ratings on two funda-
mental dimensions of social perceptions, namely warmth
and competence, are usually missing (i.e., Stereotype
Content Model, SCM; Fiske, Cuddy, Glick, & Xu, 2002).
In research on stereotypes, the SCM has been shown to be
a valuable tool for predicting the attitude and behavior
toward members of a group. According to this model, the
attitude toward a member of a group is governed by the per-
ceived warmth and competence of that group (Fiske, Cuddy,
& Glick, 2007). To fill this gap, we also included items from
a German questionnaire of warmth and competence
(Asbrock, 2010). In previous research, these items have
been only used to analyze the perception of social groups,
such as immigrants, women, or homeless people but not
for names. We will thus also analyze if we can measure
these variables reliably and furthermore if we are able to
identify the two factors of warmth and competence also
for name ratings. In a similar approach, Newman et al.
(2018) also included items for warmth and competence
when collecting ratings of names for use in the United
States. However, Newman et al. (2018) only used single
items for collecting the competence and warmth ratings,
wheras we used a set of six validated items (Asbrock, 2010).

In sum, we extend prior studies on name sets in three
ways. First, we provide a large set of 2,000 representative
German male and female names rated by 973 participants.
Second, we provide direct ratings on the perceived topical-
ity of names instead of using demographic statistics. Third,
we provide additional ratings on name characteristics such
as warmth and competence (Asbrock, 2010; Fiske et al.,
2002, 2007) that have not been systematically assessed
in most other name studies before.

Methods

The software for conducting this research can be retrieved
from the Open Science Framework (OSF) at https://osf.
io/jepzp/. The software is put under an open license
(MIT open source license) such that it may be freely
adapted an re-used for future research. While the current
implementation is in German to generate a German name
set, the software is written such that it may easily be
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adapted for other countries or languages. For example, all
questionnaires are defined in an easy to understand XML
format that may be translated into other languages even
with little programming knowledge. In addition, the format
used to define the questionnaires provides a simple method
to add or remove questions.

Participants

In the first study, we collected data from 736 participants
who rated subsets of names. These participants were
recruited using a participant pool of students from the
FernUniversitt in Hagen as well as through social media.
Participants studying psychology at the FernUniversität in
Hagen received partial course credit for taking part in the
survey. Each participant ratedM = 54.08 names on average
(SD = 29.06) and thus we collected about 20 ratings per
name (M = 19.90, SD = 0.72). With only 20 ratings per
name, however, the distribution of the collected ratings
may not sufficiently reflect the real distribution. Thus, for
example, the mean ratings for each name may have a large
measument error (e.g., difference between estimated mean
and true population mean), which may pose a problem
when selecting names for other studies based on these
ratings. Thus in a second study, we recruited 237 additional
participants. These participants did not receive course
credit but instead were paid 15 € for taking part in the
survey. The names rated by these participants were a subset
of the names used in the first study, such that we could
collect particularly precise ratings for this subset of names.
For all analyses, data from both studies were combined into
a single dataset. All participants in both studies indicated
that they were fluent in German. One hundred seven par-
ticipants indicated they were not from Germany or did
not provide any information about their origin. The mean
age of the participants was 34.24 years (SD = 10.69; ages
above 78 were imputed as 78 since no selection of birth-
dates before 1940 was possible). Of the analyzed partici-
pants, 73% participants were female, 27% participants
were male, and 0.31% identified as neither male nor
female. The majority of participants were students (62%)
and/or employed (51%) with the majority of the students
in the field of psychology (83%).

Materials: Selection of the Initial Nameset

To select a set of names, we started with a large initial set of
8,173 names taken from a German name dictionary
(Duden, 2007). This dictionary contains two tables of male

and female names, which we scanned and translated to text
using optical character recognition (OCR). To check for
errors during translations, we checked all names against a
corpus of German words generated from newspaper articles
from 2011 and 2012, which has been made available as part
of the “Leipzig Wortschatz” project (Biemann, Heyer,
Quasthoff, & Richter, 2007) and manually corrected where
necessary. In cases where two names were very similar to
each other, only the more common name (e.g., the one with
the highest number of occurrences in the corpus) was kept.
The similarity was determined using the following criteria:
(1) The names differ only in terms of diacritics (äüößé). For
example, “Jérôme” and “Jerome” were considered differ-
ent forms of the same name and Jerome was kept because
of the higher occurrence in the corpus (10 names were
removed because they were considered to be the less com-
mon form of another name). (2) The names were similar in
terms of sound and also similarly spelled. The sound simi-
larity was calculated using the “Kölner Phonetik” (Postel,
1969). The Kölner Phonetik translates words or names to
soundcodes, which correspond to the perceptual features
of the name in German (e.g., by encoding guttural and plo-
sive phones differently). For all names which were similar
in terms of sound, similarity in spelling was checked using
the Jaro-Winkler similarity (W. E. Winkler, 1990; see also
W. Cohen, Ravikumar, & Fienberg, 2003) on character
sequences ranging from 0 (= the names are very dissimilar)
to 1 (= the names are exactly the same). Names were consid-
ered similar if the Jaro-Winkler similarity was above .8. The
value of .8 was chosen, such that as many names as possi-
ble were removed, while still keeping at least 1,500 male
and female names in the generated dataset (4,095 names
were removed because they were too similar to another
name).1 In addition to removing similar names, we also
removed any name that appeared both in the male and
the female table of the name dictionary (210 names were
removed due to sex ambiguity) and all names which
appeared in neither corpus (2011 or 2012) due to being very
uncommon in Germany (e.g., “Ermengard” or “Jodyokus”;
922 names were removed as uncommon). A full list of
names and reasons for their removal is provided on OSF.
The complete set of initial names, the number of occur-
rences from the two corpora and the generated soundcodes
have also been uploaded to OSF. Furthermore, all python
scripts, which were used to query the corpora, generate
the soundcodes, and filter the names are provided on
OSF for replicability.

This method left us with a set of 1,804 male and 1,524
female names. From these names, the 1,000 names for

1 For example, the name “Adda” was removed because it was similar sounding and spelled similarly to the more frequent “Ada” (Jaro-Winkler
similarity: .92); however, the name “Kimiko” was not removed although it had the same soundcodes as “Chinook,” “Kinga,” and “Ganga” because
all three alternatives differed considerably in spelling (Jaro-Winkler similarity � .60).
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each sex according to the name dictionary (Duden, 2007),
which had the highest total occurrence in the newspaper
corpora for 2011 and 2012, were used as representative
German names.

Procedure

Ratings were collected using an online survey, which was
programmed in oTree (Chen, Schonger, & Wickens,
2016). A translated example of the full survey is provided
at https://osf.io/erykn/. The original in German can be
found on OSF at https://osf.io/uwdt9/. A full list of dimen-
sions on which each name was rated is summarized in
Table 1. To assess these dimensions, we asked participants
to indicate the ratings for the average person with this name
(e.g., whether the average person with this name is female
or male; not at all vs. very educated/intelligent; etc.).

Participants were asked to agree with a statement of con-
sent about data collection and usage before starting with the
main part of the study and provided demographic data. They
were then directed to the main survey, in which each partic-
ipant was asked to rate a subset of the names. Each name

and the associated ratings were presented on a separate
page. Most items were taken from the study by Rudolph
et al. (2007), currently the most extensive existing validated
name set for German first names. Furthermore, as outlined
above, we also included questions about the perceived sex of
the name and its topicality (modern, old, or ageless) and
items to measure perceived warmth and competence
(Asbrock, 2010). In addition, participants indicated how
certain they were about the associated sex, whether they
considered this name to be a German name and how com-
mon they believed this name to be in Germany. Finally, to
also collect open-ended perceived characteristics with the
names, we provided a text field in which participants could
provide any association they had with that name. We do
not analyze these open answers in the current article but they
might be used in future research to extract potential stereo-
type dimensions for names (cf. Koch, Imhoff, Dotsch,
Unkelbach, & Alves, 2016). All ratings except for sex, age,
age category, origin, and the free written associations were
collected using a 7-point Likert scale with labels only at the
endpoints of the scale (e.g., not intelligent at all vs. very intel-
ligent). The ratings for age were collected using a 6-point

Table 1. Rated dimensions and derived variables

Dimension Type Code M (SD) Reliability [95% CI] Neff
e

Sex (weighted)a,c 0.30 (6.11) .99 [0.98, 1.00] 55,955

Sex Categorical �1: Female, +1: Male 0.06 (1.00) .99 [.98, .99] 55,955

Sex (certainty) 7-point Likert 5.85 (1.79) .92 [.90, .93] 9,891

Topicality Categorical 1-hotf

Moderna,c 0.23 (0.42) .82 [.79, .85] 2,717

Olda,c 0.40 (0.49) .90 [.88, .92] 4,733

Agelessa,c 0.37 (0.48) .75 [.71, .79] 3,067

Educationc 7-point Likert 4.24 (1.22) .72 [.67, .76] 6,812

Agec Multiple Choice � 20: 1, 20–30: 2, . . ., � 61: 6 3.39 (1.45) .92 [.90, .94] 19,153

Attractivenessc 7-point Likert 4.13 (1.26) .77 [.73, .80] 7,775

Intelligencec 7-point Likert 4.26 (1.18) .66 [.61, .71] 5,680

Religiousnessc 7-point Likert 3.81 (1.44) .77 [.73, .80] 8,385

Competence (SCM)a,c 4.29 (1.06) .58 [.51, .64] 3,606

Competentb 7-point Likert 4.25 (1.15) .59 [.53, .65] 4,924

Competitiveb 7-point Likert 4.18 (1.18) .53 [.46, .60] 5,677

Independentb 7-point Likert 4.43 (1.23) .48 [.40, .55] 4,410

Warmth (SCM)a,c 4.34 (1.07) .58 [.51, .63] 3,343

Likableb 7-point Likert 4.37 (1.19) .55 [.48, .61] 4,601

Warmb 7-point Likert 4.33 (1.17) .56 [.49, .62] 4,718

Good naturedb 7-point Likert 4.32 (1.17) .51 [.44, .58] 4,324

Nationalityc Categorical 0: Foreign, 1: German 0.50 (0.50) .95 [.94, .96] 2,280

Familiarityc 7-point Likert 3.02 (1.72) .93 [.91, .94] 6,626

Associationsd Free text

Notes. aDerived variable. bUsed in the factor analysis of warmth/competence (see Section “Ratings of Warmth and Competence”). cUsed during dimen-
sionality reduction (see Section “Choosing Similar Names” and https://osf.io/hcx2v/). dProvided as is for future research but not included in any analysis
here. eEffective sample size based on design effect correction using the intracluster correlation coefficient (ICC) with participants as clusters. f1-hot coding
of categorial variable with three levels as three separate numerical variables; Modern: (1, 0, 0), Old: (0, 1, 0), Ageless: (0, 0, 1).
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scale with age ratings between 20 years and 60 years in
intervals of 10 years (1 = less than 20, 2 = 20–30, 3 = 31–40,
4 = 41–50, 5 = 51–60, 6 = more than 61; Rudolph et al.,
2007). The ratings for sex, age category, and origin were col-
lected using drop-down lists, from which the participants
could select the appropriate response.

To generate the stimulus material for participants in the
first study, we constructed sets of 75 different names from
all 2,000 names, such that each name was used exactly 15
times in each set (400 sets in total). These sets were then
used in the first round of the survey. However, since some
of the initial 400 participants did not finish the survey, the
frequency of ratings for each name differed at this point.
Therefore, after the first phase of data collection, we cre-
ated novel sets of 75 names, in which the names that previ-
ously had received a lower number of ratings were included
more often. As before, participants never rated the same
name twice. This process was repeated until we had at least
15 ratings for each name. The order in which the names
were presented was randomized during trial generation.
In the first study, we were able to achieve about 20 (M =
19.90, SD = 0.72) ratings per name. To collect more ratings
per name for some names, in the second study we selected
200 names which were rated by new participants. These
200 names included 45 names that were also included in
the study by Rudolph et al. (2007; see Table 2 for a com-
plete list). In addition, we included names based on the fol-
lowing procedure: First we assigned sex and topicality
categories to all names, such that each name was assigned
the sex and topicality category that was chosen most often
by participants in the first study. Based on these sex and
topicality categories, we split our dataset into six groups
(3 Topicality Categories � 2 Sex Categories). From each
of the six groups we selected those names rated as most
familiar on average in the first study, such that an approx-
imately equal number of names was selected from each of
the groups. Participants in the second phase were given ran-
dom sets of 75 names sampled from these 200 names only.
The participants included in the analysis (both studies)
rated M = 57.51 names on average (SD = 27.65). Because
we also included data from participants, who did not com-
plete the survey, the number of names rated are less than
75 for some of the participants. Each of the 2,000 names
was rated between 17 and 103 times in total (M = 27.98,
SD = 23.9) for a total of 55,955 name ratings.

After rating the names, participants were thanked and
redirected to a page, where they could collect the course
credit for the survey and send an email to receive additional
information about the goals of this study. The goals of this
study were not disclosed before all data were collected.

Results

Analyses were conducted using the R programming
language version 3.4.1 (R Core Team, 2017) with the tidy-
verse set of packages (Wickham, 2017) for data preparation
and wrangling. The original document for this paper used
knitr (Xie, 2018; see also Xie, 2014) to embed R code into
the document to ensure reproducible research (De Leeuw,
2001) and to prevent transcription errors of the computed
values (Nuijten, Hartgerink, van Assen, Epskamp, &
Wicherts, 2016). Figures are generated using the ggplot2
package (Wickham et al., 2018). The complete set of
scripts, seed values for the random number generator,
and original raw data files used to compute the analyses
is provided on the OSF.

Since our analyses aim to provide insights into the struc-
ture and quality of the collected dataset and are not meant
to test any scientific research hypotheses, we present
descriptive statistics, effect sizes, and the confidence inter-
vals of these effect sizes. For all analyses, which were con-
ducted multiple times (e.g., for the reliability of multiple
ratings), we adjusted individual confidence intervals such
that an aggregate confidence of 95% is assured (Bonferroni
corrected confidence intervals).

Descriptive Results

Table 3 provides descriptive results for the 10 highest
and lowest rated names for the dimensions intelli-
gence (Table 3A), education (Table 3B), attractiveness
(Table 3C), religiousness (Table 3D), familiarity (Table 3E),
and age (Table 3F). The descriptive results show strong
prevailing gender stereotypes in German society that are
attributed to the average persons with male versus female
names. Within the top rated names for intelligence and reli-
giousness, there were almost exclusively male names, with
the only exception of the name “Mitsuko” among names
rated as most educated and the name “Aygül” among the
names rated as most religious.2 The female name rated as
most intelligent was Viktoria with an average rating of M =
5.3 (rank 11). The reversed picture emerges for the dimen-
sion attractiveness in which the top names included only
female names. For attractiveness, the male name with the
highest rating was Raul with an average rating of M = 5.25
(rank 13). These observations can mainly be confirmed for
the complete dataset. For all names the ratings for sex
(weighted) (scale: �1 = certainly female to 1 = certainly male;
sex rating weighted by confidence, details below) and intel-
ligence correlated significantly even after controlling for

2 The appearance of these names is most likely caused by stereotypes about the “efficient Asian” (Asbrock, 2010; Fiske et al., 2002) and “religious
Muslim” (Koch et al., 2016), which may overrule the “women” stereotype for these two names.
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Table 2. Demographic topicality from Rudolph et al. (2007) and topicality ratings from this study for all names used in both studies

Ratings (this study)

Name N Topicality Rudolph et al. (2007) Ageless (%) Modern (%) Old-fashioned (%)

Alexander 100 Ageless 81 6 13

Andreas 101 Ageless 65 8 27

Christian 100 Ageless 80 8 12

Claudia 100 Ageless 49 9 42

Cornelia 99 Old 32 4 64

David 100 Modern 74 13 13

Dirk 98 Old 38 4 58

Felix 100 Modern 55 32 13

Florian 99 Modern 63 26 11

Frank 100 Old 33 8 59

Heike 100 Old 34 2 64

Heiko 101 Old 27 9 64

Holger 100 Old 17 3 80

Ines 98 Old 51 14 35

Jan 100 Modern 68 27 5

Jens 100 Old 55 15 30

Johanna 101 Modern 72 9 19

Jörg 98 Old 21 8 70

Katharina 99 Modern 79 7 14

Kerstin 100 Old 43 9 48

Laura 101 Modern 62 35 3

Lea 100 Modern 45 54 1

Lena 98 Modern 56 41 3

Leon 100 Modern 40 60 < 1

Leonie 99 Modern 33 62 5

Luca 100 Modern 28 69 3

Lukas 100 Modern 73 19 8

Manuela 99 Old 38 4 58

Maria 99 Ageless 70 3 27

Mario 99 Old 54 20 26

Matthias 100 Ageless 71 6 23

Maximilian 99 Modern 68 14 18

Michael 101 Ageless 75 4 21

Mike 100 Old 37 55 8

Olaf 100 Old 26 5 69

Paul 100 Modern 74 5 21

Peter 101 Old 43 3 54

Petra 99 Old 37 2 61

Sabine 99 Old 37 8 55

Sarah 100 Modern 82 15 3

Silke 99 Old 32 6 62

Susanne 102 Ageless 40 6 54

Thomas 99 Ageless 69 6 25

Tim 100 Modern 59 37 4

Uwe 100 Old 9 5 86
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Table 3. Highest and lowest rated names concerning (A) intelligence,
(B) education, (C) attractiveness, (D) religiousness, (E) familiarity, and
(F) age (scale: 1 (= not at all) to 7 (= very))

Name M SD

(A) Intelligence

Chen 5.65 0.88

Primus 5.63 1.01

Augustinus 5.60 1.19

Bartholomäus 5.45 1.43

Graham 5.42 1.12

Amadeus 5.35 1.09

Aristoteles 5.35 1.63

Cornelius 5.35 0.88

Fitzgerald 5.35 1.23

Justus 5.35 1.18

. . . . . . . . .

Igor 3.05 1.39

Chantal 3.05 0.83

Cindy 3.01 1.29

Mandy 2.91 1.20

Fifi 2.90 1.07

Dolly 2.89 1.15

Kevin 2.86 1.22

Cheyenne 2.79 0.92

Jacqueline 2.76 1.18

Candy 2.74 0.87

(B) Education

Bartholomäus 5.75 1.48

Nathan 5.60 1.14

Primus 5.58 1.12

Amadeus 5.55 1.10

Augustinus 5.55 1.36

Laurentius 5.55 1.19

Graham 5.47 1.43

Cornelius 5.45 1.15

Mitsuko 5.42 1.26

Jacques 5.40 1.14

. . . . . . . . .

Aga 2.89 1.20

Cindy 2.84 1.29

Jacqueline 2.79 1.36

Mandy 2.78 1.37

Kevin 2.76 1.27

Destiny 2.70 1.34

Cheyenne 2.68 1.00

Dolly 2.58 1.17

Fifi 2.50 1.10

Candy 2.42 0.90

(C) Attractiveness

Flora 5.60 1.27

Liz 5.55 1.10

Fleur 5.50 1.19

(Continued on the right)

Table 3. (Continued)

Name M SD

Grace 5.48 1.12

Aurora 5.40 1.35

Giulietta 5.40 1.39

Viktoria 5.40 0.99

Serena 5.35 1.27

Victoria 5.35 0.88

Laetitia 5.30 1.13
. . . . . . . . .

Fritz 2.80 1.15

Winifred 2.78 1.22

Ottmar 2.75 1.02

Hartmut 2.75 1.07

Ekkehard 2.75 1.16

Gottwald 2.70 1.17

Arnulf 2.70 1.17

Adolf 2.65 1.42

Igor 2.58 1.22

Ottfried 2.53 1.17

(D) Religiousness

Evangelist 5.75 1.33

Hakan 5.75 1.16

Jesus 5.75 1.12

Aygül 5.70 1.13

Moses 5.70 1.26

Abraham 5.65 1.50

Franziskus 5.65 1.09

Josefa 5.65 1.31

Khalid 5.65 1.35

Paulus 5.60 1.23
. . . . . . . . .

Tilly 2.55 1.36

Roxy 2.55 1.19

Kelvin 2.55 1.19

Bibi 2.55 1.39

Kevin 2.55 1.31

Torben 2.47 1.22

Guy 2.35 1.04

Jacqueline 2.31 1.28

Dexter 2.28 1.41

Chanel 2.15 1.14

(E) Familiarity

Michael 5.50 1.39

Christian 5.47 1.37

Stefan 5.39 1.26

Andreas 5.34 1.28

Alexander 5.27 1.44

Martin 5.27 1.32

Lisa 5.17 1.56

Daniel 5.16 1.42

Peter 5.16 1.32

(Continued on next page)
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multiple comparisons,3 confirming that males are assumed
to bemore intelligent than females. This effect was notmod-
erated by the gender of the participants (see see https://osf.
io/b6kfn/). Similarly, there also was a significant negative

correlation between ratings of sex (weighted) and attractive-
ness, confirming that females are rated to bemore attractive
than males. Again, this effect was not moderated by the
gender of the participants (see https://osf.io/b6kfn/). Only
for religiousness the effect did not hold in an overall analysis
but was only apparent in the extremes.

Reliability of Ratings

Since this study is based on a repeated measurement
approach, ratings from the same participant may be corre-
lated with each other, and thus the number of 55,955 col-
lected ratings only insufficiently reflects the amount of
collected information. Similarly, the number of ratings per
name, and the number of names also only insufficiently
reflect the amount of collected information. To estimate
the actual information contained in the provided dataset,
we calculated the effective sample sizes Neff (Hox,
Moerbeek, & Van de Schoot, 2017) for each measurement,
which are reported in Table 1.4 The names included in the
first study only have about 20 ratings for each attribute.
Since low sample sizes in correlational studies are often
linked to unreliable findings (Schönbrodt & Perugini,
2013) and inflated effect sizes (Gelman & Carlin, 2014),
one might expect results from statistical analyses on these
names to be unreliable. We circumvented this probelm by
conducting most analyses on the complete dataset either
after calculation of the mean ratings, or without aggrega-
tion. While the low number of ratings for names only
included in the first study may still cause individual means
to deviate from the true population mean, this effect van-
ishes when all names are included in an analysis, and the
effective sample sizes then give a much more realistic
impression of the reliability of the results. Since all effective
sample sizes are above 2,000, the chances that any of the
results presented here are unreliable and would disappear
with larger sample sizes (Schönbrodt & Perugini, 2013)
can be considered neglible.

In addition, to test how well ratings from different partic-
ipants for the same name corresponed to each other, we
calculated split-half reliabilities using the formula for the
two-part alpha reliability coefficient (r2α) and the corre-
sponding confidence intervals for perceived characteristics
to assess in how far different participants perceive names
in a consistent way (Charter, 2000; see also Kristof,
1969). For this, we split all individual ratings for the same
name randomly into two sets and calculated the mean

3 We tested all possible correlations between the collected ratings (78 comparisons). Therefore, significance was tested at α = .00064. See Table 3
for r and p-values.

4 The effective sample size for a repeated measurement design is an indication of the numbers of samples required to gather the same amount of
information without repeated measures. While the effective sample size can also be used to determine the df of a statistical test, for most tests
we instead chose a conservative approach by only basing the df on the number of names.

Table 3. (Continued)

Name M SD

Sabine 5.15 1.34

. . . . . . . . .

Eitel 1.19 0.60

Kraft 1.17 0.51

Andere 1.17 0.38

Quincy 1.15 0.49

Hai 1.15 0.49

Focke 1.15 0.37

Winnetou 1.14 0.48

Arpad 1.10 0.31

Solange 1.05 0.22

Guadalupe 1.05 0.22

(F) Age

Klothilde 5.85 0.37

Edelgard 5.80 0.41

Gerhild 5.80 0.41

Sigismund 5.80 0.41

Friedewald 5.79 0.54

Brunhild 5.78 0.55

Irmhild 5.72 0.96

Gertrud 5.68 0.60

Adalbert 5.67 0.73

Ewald 5.65 0.49

. . . . . . . . .

Justin 1.71 0.76

Faith 1.70 0.92

Destiny 1.70 0.92

Janelle 1.67 0.77

Vanilla 1.65 0.81

Jara 1.65 0.93

Cinderella 1.65 0.81

Emily 1.62 1.02

Finn 1.62 0.83

Fia 1.55 1.23

Notes. (A) Correlation with sex (weighted): r(1,998) = .10 [.01, .18], p < .01;
(B) Correlation with sex (weighted): r(1,998) = .12 [.03, .20], p < .01;
(C) Correlation with sex (weighted): r(1,998) = �.35 [�.42, �.27], p < .01;
(D) Correlation with sex (weighted): r(1,998) = �.03 [�.11, .05], p = .20;
(E) Correlation with sex (weighted): r(1,998) = �.01 [�.09, .08], p = .82;
(F) Correlation with sex (weighted): r(1,998) = .14 [.06, .22], p < .01.
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ratings for each name separately. The paired-sample corre-
lations (rXY) of the mean ratings for each name were then
used to derive maximum likelihood estimates of the reliabil-
ity coefficient alpha (r2α) using the formula provided by
Charter (2000). We used maximum likelihood estimators
for two-part alpha instead of Spearman-Brown corrections
for split-half reliability since two-part alpha, in general, pro-
vides more reliable estimates and confidence intervals
(Charter, 2000). We repeated this random splitting 1,000
times and averaged the resulting reliability scores and
confidence intervals.5 For sex ratings, to also include the
confidence participants had in their choice, we multiplied
the recoded sex variable (�1 for female and +1 for male)
by the numeric confidence variable (weighted sex ratings)
to achieve ratings that can be interpreted as more or less
certainly female/male. Higher positive values thus reflect
more certain ratings of male sex while lower negative
values indicate more certain ratings of female sex and
values close to zero uncertain sex ratings. For the categori-
cal topicality variable, we recoded all ratings using 1-hot
coding.6 Overall, reliabilities differed largely between
items (Table 1), ranging from r2α = .48 for the item indepen-
dency to r2α = .99 for the weighted sex ratings. All variables,
which described objective characteristics of a person
(age, sex, and nationality) but also familiarity of the name

in Germany (which is directly related to nationality) showed
excellent reliability scores (r2α � .92). Subjective ratings of
attractiveness, intelligence, education, and religiousness
were of moderate reliability (.66 � r2α � .77). The reliability
of the warmth and competence variables (Asbrock, 2010)
showed poor reliability (.48 � r2α � .56), indicating that
different participants rated the same name very differently
on these items. Also, variables for warmth and competence
were similar to each other with regard to their reliability.
Finally, topicality showed acceptable reliability (.75 � r2α
� .90).

Validity of Ratings for Familiarity and Sex

To test the convergent validity of the ratings for familiarity
and sex, we correlated those variables to external criteria
that should be related. For sensible familiarity ratings, the
frequency of occurrence of a name in a German text corpus
should be correlated with participants’ ratings of familiarity.
Additionally, more frequent names in a German text corpus
(Biemann et al., 2007) are more likely of German than of
foreign origin. As predicted, a comparison between the
ratings of nationality (German or foreign name) and
familiarity of the names with the frequency of occurrences
in the text corpus showed a medium correlation between

5 Separate confidence intervals were computed for each split using the formula provided by Charter (2000). The values from all these estimates
were then averaged to reduce the influence of each single split. Since we only varied the random splits of the datasets while keeping all ratings,
the method we used cannot be considered a bootstrap, and therefore the individual estimates may not be used when determining the
confidence intervals.

6 1-hot or one-of-many coding recodes a categorical variable with K categories into K separate variables. This is similar to dummy coding, which,
however, only uses K � 1 variables and takes one of the categories as a reference category. We chose 1-hot coding instead of dummy coding,
because it does not require choosing a reference category, to which all other categories are compared. Also 1-hot coding allows us to report data
for all three topicality categories and does not require omission of the reference category.
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Figure 1. Correlation between the frequency of occurrences and nationality ratings (A) and familiarity ratings (B).
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the ratings for the nationality and the logarithm of the
occurrence count (r(1,998) = .36 [.31, .42], p < .01; see
Figure 1A) and a strong correlation between the familiarity
ratings and the logarithm of the occurrence count
(r(1,998) = .60 [.55, .64], p < .01; see Figure 1B).7

For sensible sex ratings, participants’ classification of
names regarding a name carrier’s sex should correspond
to some extent to the classification in the name dictionary
(Duden, 2007). An independent sample t-test of the sex
ratings with the names split according to the sex provided
by the name dictionary and female coded as �1, male
coded as +1 showed a large difference of the mean ratings,
t(1,583) = 96.75, d = 4.33 [4.14, 4.51], p < .01 (M = �0.74,
SD = 0.46 for female names and M = 0.88, SD = 0.26 for
male names). This shows that participants rated the names
listed as male names in the name dictionary more often as
male compared to female and the other way around for
female names. Cohen’s d and the confidence intervals for
this and the next analysis were computed using the effsize
package (Torchiano, 2018), with Bonferroni corrections on
the confidence levels. Degrees of freedom are corrected
using the Welch modification, as the variances in both
groups may differ. In addition to the sex ratings, we also
collected ratings of the confidence that participants had in
their sex ratings. We expected some of the names to be
more or less ambiguous than others. An independent sam-
ple t-test of the weighted sex ratings produced similar
results, showing a large difference of the mean ratings,
t(1,741) = 94.39, d = 4.22 [4.04, 4.41], p < .01 (M =
�4.55, SD = 2.73 for female names and M = 5.25, SD =
1.82 for male names). This result shows that participants
were also more certain with their sex rating if their rating
corresponds to the Duden sex classification. In sum, the
results demonstrate a large correspondence between our
collected ratings and ratings provided from other sources.
Nevertheless, a manual inspection of the names, which
were most strongly assigned to a different sex compared
to the source material, showed that some names were con-
sistently rated as belonging to a different gender. However,
this comparison indicated that the difference between the
ratings and the source material can mostly be explained
by errors in the source material or changes in the usage
of the names since the source material was collected.

To conclude, the comparison of the datasets with other
sources of the same or similar variables demonstrates a

reasonably high validity for ratings of demographic charac-
teristics. This matches the analysis of the internal reliability
from the previous section, which also found excellent relia-
bility for all ratings of demographic characteristics. This
demonstrates that ratings can be used to manipulate or con-
trol sex, nationality, or familiarity of a name in future studies.

Ratings of Warmth and Competence

In addition to the items used by Rudolph et al. (2007), we
also included a German version of warmth and competence
items, which can be used to predict the perception of a
name, most importantly the attitude of a participant toward
a carrier of that name, according to the SCM (Asbrock,
2010). To test if the included first names can be also
located along the dimensions of warmth and competence
as used for the stereotype content model, we first examined
the number of meaningful factors that can be extracted
from ratings using a principal component analysis (PCA).
For this PCA we only used the six warmth and competence
ratings (see Table 1 for details). For this analysis, we aver-
aged all ratings for each name and scaled and centered
the resulting variables, then we computed a PCA on these
averaged ratings to identify the number of factors underly-
ing the ratings of all names. An inspection of the scree plot
(see https://osf.io/v5fsy/) showed that two principal com-
ponents can capture a substantial portion of the variance
of the ratings. Since a manual inspection of the scree plot
is highly subjective and therefore open to debate, we also
confirmed results of two components using a parallel
analysis (Horn, 1965)8 and bootstrapping. Together, these
two components were able to account for 90% of the total
variance. We thereby confirm the hypothesis of Asbrock
(2010) that these items can be organized along two sepa-
rate dimensions.

To extract two factors from the six PCA components and
to confirm that these dimensions indeed correspond to the
concepts of warmth and competence, we performed a factor
analysis by computing a PCA followed by dropping the four
components with lowest variance explanation and a promax
rotation of the retained two components (Asbrock, 2010)
using the psych R-package (Revelle, 2019). The resulting
loadings showed that the variables corresponding to
competence loaded strongly and almost exclusively on a sin-
gle factor with all other variables corresponding to warmth

7 We transformed the occurrence counts using a logarithmic scale since word occurrences tend to follow a Zipf distribution, which is essentially
an exponential distribution in nature, and also their psycholinguistic properties tend to follow an exponential law (e.g., van Heuven, Mandera,
Keuleers, & Brysbaert, 2014). Using untransformed occurrence counts, we found somewhat weaker but still reliable correlations (r(1,998) = .23
[.17, .28], p < .01 for nationality and r(1,998) = .33 [.28, .39], p < .01 for familiarity; confidence intervals were corrected to achieve simultaneous
95% confidence across all four correlations). Significance tests are done with α = .01250 (four simultaneous tests).

8 To match the (unknown) distribution of the data, we used bootstrapping. To remove the correlations, we sampled all variables independently of
each other. To retain the between-subject differences in the random datasets we separately bootstrapped the data for each participant, similar
to methods commonly used for bootstrapping multi-level models (Van der Leeden, Busing, & Meijer, 1997). We performed 1,000 bootstraps.
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loading on the other factor (see Table 4). The only exception
was the item “Likable,” which was also somewhat corre-
lated with the competence variables, albeit much lower than
with the warmth variables. To include the factors compe-
tence and warmth from the SCM in the provided dataset,
we then averaged the ratings for the three competence
items to calculate a total competence score and the three
warmth items to calculate a total warmth score. Further-
more, we checked whether averaging of the variables
increased the overall low reliability of the SCM variables.
The reliability, however, remained low (r2α = .58 [.51, .64]
for competence and r2α = .58 [.51, .63] for warmth).

As before, we provide lists of the ten names rated the high-
est and lowest on these aggregate factors in Table 5. This
table shows a similar prevailing gender stereotype as for
the ratings of intelligence and attractiveness. Among the
ten most highly rated names for competence, the only
female name is again the name “Mitsuko.” In contrast, the
ten names rated highest for warmth are exclusively female,
with the name “Giovanni” as the highest rated male name
for warmth (M = 5.12, rank 12). This is in line with other
research on stereotype content, which frequently finds
women to be rated as warmer but less competent compared
tomen (Asbrock, 2010; Fiske et al., 2002). Both competence
as well as warmth correlated significantly with the sex
(weighted) ratings.9 Neither the correlation between
weighted sex ratings and competence nor the correlation
between weighted sex ratings and warmth was moderated
by the gender of the participants (see https://osf.io/b6kfn/).

Exploratory Analyses:
Item Inter-Correlations

To identify relationships between the collected variables, we
calculated pairwise correlations between all variables in an
exploratory analysis. For this, we averaged the ratings for
the same name from all participants who rated the name

Table 4. Factor loadings for the stereotype content model variables

Item Competence Warmth

Competent .91

Competitive .99

Independent .94

Likable .21 .83

Warm .99

Good natured .98

Variance explained 46% 44%

Note. Factor loadings < .20 ommited.

Table 5. Highest and lowest rated names for the factors (A) Compe-
tence and (B) Warmth

Name M SD

(A) Competence

Chen 5.53 0.83

Jacques 5.27 0.93

Cornelius 5.27 0.73

Erasmus 5.25 0.99

Primus 5.18 0.93

Neil 5.17 0.96

Mitsuko 5.16 1.08

Augustinus 5.15 0.95

Aristoteles 5.15 1.29

Clemens 5.14 1.01

. . . . . . . . .

Cindy 3.31 1.06

Mandy 3.29 1.07

Chantal 3.23 0.80

Cinderella 3.18 1.43

Destiny 3.13 1.11

Kevin 3.13 1.17

Cheyenne 3.09 1.08

Candy 3.05 0.90

Fifi 3.05 1.11

Jacqueline 3.03 1.17

(B) Warmth

Gretchen 5.32 1.16

Bruni 5.23 0.96

Lisbeth 5.22 1.08

Betty 5.20 0.96

Jolanda 5.20 0.68

Maria 5.19 1.04

Rosalinde 5.15 1.16

Lucia 5.13 1.18

Anneli 5.13 0.94

Bea 5.13 1.24

. . . . . . . . .

Haider 3.33 1.12

Achmed 3.31 0.87

Zdenek 3.3 0.75

Erdogan 3.24 0.91

Igor 3.21 1.24

Hussein 3.21 1.01

Hassan 3.15 1.11

Arnulf 3.10 1.17

Etzel 3.05 1.24

Adolf 2.77 1.31

Notes. (A) Correlation with sex (weighted): r(1,998) = .23 [.15, .30],
p < .01; (B) Correlation with sex (weighted): r(1,998) = �.37 [�.43, �.29],
p < .01.

9 We tested all possible correlations between the collected ratings (78 comparisons). Therefore, significance was tested at α = .00064.
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prior to calculating the correlations. Since the categorical
variable “topicality” was coded as three separate variables
(1-hot coding), we performed individual correlations for
each of the three topicality categories. The aggregated topi-
cality variables measure the proportion of the participants
who rated the name in each category. The correlations
between the three topicality categories and all other ratings
are given in Table 6. The correlations between sex
(weighted) and all variables are reported in Tables 3 and
5. Other correlations that were at least of moderate size
(|r| > .3; J. Cohen, 1988) can be found in Table 7. All corre-
lations in Table 7 are also significant (all ps � .00064;
Bonferroni correction for 78 simultaneous tests). To keep
all tests conservative, the degrees of freedom of the test
statistics were estimated based on the number of names
in the study. The number of names was below the estimated
effective sample size for all characteristics (see Table 1).
In addition, we put a strong focus on correct positive results,
by only providing correlations of at least moderate size in
Table 7 instead of providing all statistically significant
correlations. In line with Rudolph et al. (2007)10 we found
a significant negative correlation between both the topicality
“modern” as well as “ageless” with age ratings, showing
that the perceived age of name carriers decreases, the more
frequently their names were rated as modern or ageless

names. In contrast, for the topicality “old”we found a signif-
icant positive correlation, showing that name carriers were
rated as older, the more frequently a name is rated as old-
fashioned. For attractiveness, the results differed somewhat
from the pattern found by Rudolph et al. (2007). The stron-
gest correlations between attractiveness and topicality were
found for the topicality “ageless,” with somewhat reduced
correlations for the topicality “modern,” showing name car-
riers were rated as more attractive the more often their
names are rated as ageless or modern. In contrast, we found
that the “old” topicality was negatively correlated with
attractiveness, such that names were rated as less attractive
the more often they were also rated as old-fashioned. For
intelligence, we could not confirm the results found by
Rudolph et al. (2007). Other than in the previous study,
modern names were not rated asmore intelligent, but rather
as less intelligent, whereas ageless names were rated as
more intelligent. Also, intelligence ratings were generally
higher the more often a name was rated as old-fashioned,
whereas Rudolph et al. (2007) found old-fashioned names
to be rated as less intelligent. Similarly, the results for
religiousness from Rudolph et al. (2007) could not be
replicated. Instead of the modern and ageless names being
rated as more religious, we found that names were rated
as more religious, the more often they were also rated as

Table 6. Correlations between the three topicality categories and all other dimensions

Rating Modern Ageless Old-Fashioned

r 95% CI r 95% CI r 95% CI

Sex (weighted) �.15 [�.23, �.07]* < .01 [�.08, .08] ns .10 [.02, .18]*

Education �.27 [�.34, �.19]* .12 [.04, .20]* .10 [.02, .18]*

Age �.74 [�.78, �.70]* �.56 [�.61, �.50]* .89 [.86, .91]*

Attractiveness .42 [.35, .49]* .53 [.47, .59]* �.65 [�.70, �.60]*

Intelligence �.25 [�.32, �.17]* .12 [.04, .20]* .09 [.00, .17]*

Religiousness �.53 [�.58, �.46]* �.15 [�.22, �.07]* .46 [.39, .52]*

Competence (SCM) �.25 [�.33, �.18]* .19 [.11, .26]* .04 [�.04, .12] ns

Warmth (SCM) �.04 [�.12, .05] ns .17 [.09, .25]* �.10 [�.18, �.01]*

Nationality �.40 [�.47, �.33]* �.35 [�.42, �.28]* .52 [.46, .58]*

Familiarity �.31 [�.38, �.23]* .16 [.08, .24]* .10 [.02, .18]*

Note. All df = 1,998. *p < .00064 (equivalent to p < .05 after Bonferroni correction for 78 simultaneous tests).

Table 7. Correlations between all variables with Bonferroni corrected confidence intervals

Age Attractiveness Education Familiarity Intelligence Warmth (SCM)

Attractiveness �.58 [�.64, �.52] .32 [.24, .39] .35 [.27, .42] .50 [.43, .56]

Competence (SCM) .34 [.26, .41] .85 [.83, .88] .89 [.86, .91] .37 [.30, .44]

Intelligence .35 [.27, .42] .92 [.90, .94] .43 [.36, .49]

Nationality .54 [.48, .59] �.32 [�.39, �.25] .67 [.62, .72]

Religiousness .41 [.34, .48]

Warmth (SCM) .50 [.43, .56] .38 [.31, .45] .31 [.24, .39] .43 [.36, .49]

10 Since Rudolph et al. (2007) used demographic statics to define topicality variables instead of including these variables in their ratings, we can
only conceptually replicate the statistical tests. Instead of using an ANOVA, we will perform correlations with each coded topicality.
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old-fashioned. For the relationships between the other
ratings also tested by Rudolph et al. (2007) we replicated
the negative correlation between age and attractiveness
(r(1,998) = �.58 [�.64, �.52], p < .01) and the positive cor-
relation between attractiveness and intelligence (r(1,998) =
.35 [.27, .42], p < .01). The latter of these can most likely
be attributed to some kind of halo effect (Nisbett & Wilson,
1977). However, for our dataset, the correlation between age
and intelligence was reversed (r(1,998) = .18 [.10, .25], p <
.01) showing that older name carriers were rated as more
intelligent and not as less intelligent. In addition to these
results presented for comparisonwith the results by Rudolph
et al. (2007), we also found the correlations between gender
and intelligence, attractiveness, warmth, and competence,
which we already reported in Descriptive Results and
Ratings of Warmth and Competence sections. In addition,
names rated as warmer on average were also rated as more
attractive, better educated, more intelligent, and more com-
petent. The same was true for competence, which also
showed a correlation with attractiveness, education, and
intelligence. The correlation between warmth and compe-
tence found for this dataset was atypical, as other studies
on the stereotype content model found these two scales to
be mostly uncorrelated (e.g., Asbrock, 2010; but see also
Koch et al., 2016). Finally, the nationality ratings correlated
negatively with attractiveness and positively with age, show-
ing that carriers of German names were rated as less attrac-
tive and older than those with foreign names.

Comparison of Our Data With Rudolph
et al. (2007)

We observed statistically significant correlations that dif-
fered in sign in comparison to correlations reported by
Rudolph et al. (2007). Differences in the methodology that
may explain these discrepancies are discussed below. First,
instead of using demographics to determine the topicality,
in our study participants rated names in terms of perceived
topicality. Therefore, the variables representing the topical-
ities in our analysis could differ from the ones used by
Rudolph et al. (2007). Second, the names we used in our
study come from a much larger set, including many less
popular and unusal names. For example, our dataset
included some modern names that follow short lived trends
and are mostly associated with lower social and educational
class, such as “Destiny” or “Cheyenne” (see also the lower
part of Table 3A) Similarly, we included many less popular
old fashioned but highly religious names, such as “Moses”
or “Abraham.” Since these names were not included by
Rudolph et al. (2007), the inclusion in our dataset may have
caused the differences.

To test these two possible explanations, we specifically
focused on the subset of names also used by Rudolph

et al. (2007). Due to our method of selecting the names
from the original dataset, only 45 of the 60 names used
by Rudolph et al. (2007) were included in our dataset. Since
we selected the names for our second study such that all of
these 45 names were included in both studies reported
here, we combined the data from both our studies for this
analysis. Thus, all analyses are based on about 100 ratings
per name (M = 99.73, SD = 0.89). To investigate whether
differences between the topicality attributes in our study
and the study by Rudolph et al. (2007) may explain the
different results, we analyzed how strongly the topicality
ratings by our participants differed from the topicality cate-
gories that were assigned to names by Rudolph et al. (2007)
based on demographic statistics (demographic topicalities).
Figure 2A shows the aggregated percentages each topicality
category was chosen by our participants split by the demo-
graphic topicalities (see Table 2 and Figure 2B for a direct
comparison). This comparison shows that the perception
of the topicalities does not coincide well with the demo-
graphic topicalities. This effect was particular strong for
names classified as modern based on demographics, with
only around 31% of our participants also rating these names
as modern and most participants rating these names as age-
less (61%). Similarly, names classified as old-fashioned
based on demographics were only rated as old-fashioned
by 55% of our participants and rated as ageless by 35%.
Thus, either participants have incorrect beliefs about the
true demographics of these names, or the definitions of
the topicalities used by Rudolph et al. (2007) do not reflect
how our participants interpreted these terms. In addition
Figure 2A also shows the total percentage each topicality
category was chosen by our participants for all 45 names
used by Rudolph et al. (2007) and us (“Total”) as well as
for all 2,000 names used in our study (“Total”). A direct
comparison shows, that the name set used by Rudolph
et al. (2007) contains a disproportionaly large amount of
names our participants perceived as ageless, whereas both
old fashioned and modern names were underrepresented.
Since topicality was used as a variable in most analyses
performed by Rudolph et al. (2007) and us, the differences
in the variables may explain the different findings.

To further analyze the differences between our findings
and the ones presented by Rudolph et al. (2007), we
repeated the analyses restricted to the 45 names contained
in both datasets. Since we only calculated the correlations
corresponding to the analyses by Rudolph et al. (2007)
instead of correlating all variables, we only performed
Bonferroni corrections for 15 simulataneous tests (e.g.,
α = .003). In addition, since we found a large difference
between the topicality ratings from our participants and
the topicalities assigned by Rudolph et al. (2007), we also
replicated their analyses on our dataset using an analysis
of variance (ANOVA) with the topicality categories derived
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from demographics (demographic topicality) as indepen-
dent variables. In line with Rudolph et al. (2007), the corre-
lations between the age ratings and the modern and
old-fashioned topicality ratings remained statistically signif-
icant for the reduced dataset, whereas the ageless topicality
ratings were not statistically significant after Bonferroni cor-
rections (r(43) = �.83 [�.93, �.62], p < .01 for “modern,”
r(43) = �.41 [�.71, .03], p = .01 for “ageless,” and r(43) =
.90 [.77, .96], p < .01 for “old”). Similarly, the age ratings
also differed for demographic topicality, F(2, 42) = 58.83,
p < .01, η2 = .74. For the correlations between attractiveness
and the topicality ratings on the reduced dataset, we also
found the same pattern as before, with names being rated
as more attractive the more often they were rated as “age-
less” or “modern” and names being rated as less attractive
the more often they were rated as “old.” Again, the corre-
lation between “ageless” ratings and attractiveness was
stronger than between “modern” ratings and attractiveness
(r(43) = .54 [.14, .79], p < .01 for “modern,” r(43) = .66 [.32,
.85], p < .01 for “ageless,” and r(43) = �.89 [�.96, �.74],
p < .01 for “old”), thus showing the same discrepancy
between the findings by Rudolph et al. (2007), and our find-
ings. An ANOVA using the demographic topicality also
showed statistically significant differences between the
three topicality variables, F(2, 42) = 51.73, p < .01, η2 =
.71. Most importantly, using the demographic topicality,
we found the same pattern reported by Rudolph et al.
(2007) (M = 4.40, SD = 0.26 for “ageless”; M = 4.68,
SD = 0.25 for “modern”; M = 3.82, SD = 0.26 for “old”).
The correlations between topicality ratings and intelligence
ratings for the reduced dataset was neither in line with the
correlations on the complete dataset nor the ones reported
by Rudolph et al. (2007). Just as on the complete dataset,
we found a positive correlation between “ageless” ratings
and intelligence ratings, showing that names were rated

as more intelligent, the more often they were also rated
as ageless (r(43) = .72 [.42, .88], p < .01). For “old” ratings
and intelligence, the direction was now reversed compared
to the previous analysis. Thus, on the reduced dataset,
names were descriptively rated as less intelligent the more
often they were rated as old-fashioned (r(43) = �.56
[�.80, �.17], p < .01). This was more in line with findings
by Rudolph et al. (2007), who also found old names being
rated as less intelligent. The correlation between “modern”
ratings and intelligence was not statistically significant any-
more on the reduced dataset (r(43) = .01 [�.42, .44], p =
.94). Again, an ANOVA with the demographic topicality
also showed statistically significant differences between
the three categories, F(2, 42) = 20.12, p < .01, η2 = .49. Most
importantly, using the demographic topicality we found the
same pattern as Rudolph et al. (2007), with the old-
fashioned names being rated as least intelligent (M =
4.61, SD = 0.26 for “ageless”; M = 4.67, SD = 0.21 for
“modern”;M = 4.22, SD = 0.22 for “old”). For religiousness,
we neither could replicate the pattern on the complete data-
set nor the findings by Rudolph et al. (2007). Of the original
correlations, only the one between modern topicality
ratings and religiousness remained significance on the
reduced dataset (r(43) = �.45 [�.74, �.02], p < .01 for
“modern”; r(43) = .31 [�.13, .66], p = .04 for “ageless”;
and r(43) = .08 [�.36, .49], p = .61 for “old”). An ANOVA
with the demographic topicality also showed no statistically
significant differences in religiousness ratings, F(2, 42) =
2.41, p = .10, η2 = .10. Furthermore, the negative correlation
between age and attractiveness remained on the reduced
dataset (r(43) = �.84 [�.94, �.65], p < .01). The same
was true for the positive correlation between attractiveness
and intelligence (r(43) = .74 [.45, .89], p < .01). More
importantly, on the reduced dataset the relationship
between age and intelligence differed from the complete
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dataset, thus older names were rated as less intelligent
(r(43) = �.45 [�.74, �.03], p < .01) in line with the findings
by Rudolph et al. (2007).

In conclusion, this more direct comparison shows that
both the larger set of names, which also included more
uncommon names, as well as the different methodological
approach to determine topicality caused the differences
between our results and the ones reported by Rudolph
et al. (2007). When we reduced the dataset to the names
also used by Rudolph et al. (2007) the differences partially
disappeared. Most importantly, the correlation between age
and intelligence switched signs and was now in line with
previous findings, although it was not statistically significant
anymore. For the topicality ratings, the discrepancies also
partially disappeared. In addition, when we switched from
topicality ratings to demographic topicality, the pattern
was much more in line with previous findings. The differ-
ences in our findings when using ratings versus when using
demographics in combination with the initial comparison
between these two sources supports our initial notions that
demographics may sometimes differ strongly from partici-
pants’ beliefs about these demographics.

Guidelines for Using the Provided
Dataset

In this section, we provide guidelines on how to select
names from our dataset, methodological pitfalls that may
arise, and how to circumvent those. We also describe an
R-package that may assist researchers in the process.

Choosing Similar Names

In a study on sex stereotypes in job interviews, a researcher
might want present information on a job candidate who is
either male or female and either competent or warm in
an experimental design. Using our dataset, what is the most
efficient method to select male or female names that differ
most on the independent variables “competence” and
“warmth” and that match on the many other variables that
may relate to the dependent variable (e.g., perceived intel-
ligence)? High dimensionality datasets often suffer from an
effect referred to as the “curse of dimensionality”
(Aggarwal, Hinneburg, & Keim, 2001; Beyer, Goldstein,
Ramakrishnan, & Shaft, 1999). Without going into much
detail, this term refers to a number of unexpected
properties of high dimensionality spaces. Most importantly
for the research presented here, in such a dataset the most
similar (best match) and most dissimilar (worst match) to
any given query (e.g., another name in the dataset) show
only minor differences in terms of their similarity. Hence,

in “such a case, the nearest neighbor problem becomes ill
defined, since the contrast between the distances to differ-
ent data points does not exist. In such cases, even the con-
cept of proximity may not be meaningful from a qualitative
perspective” (Aggarwal et al., 2001, p. 421). Thus, the high
dimensional nature of the dataset makes a search for sim-
ilar names to any name ill defined. However, the curse of
dimensionality can be avoided in case the variables show
high correlations and the underlying dimensionality of the
dataset is much lower (Beyer et al., 1999). In this case,
the matching should be performed on a dataset of lower
dimensionality, which approximates the original dataset.
We constructed and tested such a dataset (details and qual-
ity metrics are given in https://osf.io/hcx2v/), which
reduces the dimensionality to five dimension. The lower
dimensionality variables are given as PC1 to PC5 in the
dataset. Researchers who need to calculate the similarity
of one or more names to each other are strongly advised
to use these variables instead of the original variables.

R-Package for Name Selection

To give researchers a simple method for selecting names
for their studies, we provide an open source R-package that
allows to define criteria for the selection of names. The
package can be downloaded at https://github.com/
aggloeckner/GerNameR. This section shortly sketches the
main features of the package, interested readers should
refer to the documentation included with the package for
detailed examples. This package can either directly extract
subsets of names based on the percentiles, for example, the
10% most familiar names, or the names which are, for
example, both above the median in competence and intel-
ligence. In addition, this package allows creating matched
pairs of names from two different groups (e.g., male and
female) based on their difference in ratings. The matching
is based on the reduced dimensionality variables, but can
also be tailored to include other ratings, to ensure that
the names are both generally similar but more similar on
a given dimension such as competence or warmth. To
include any other characteristic, the weight with which this
characteristic should be used can be set by the researcher.
To match the names, the distance between all pairs is cal-
culated with the given weighting, and then the names are
paired such that the total distance between all pairs is min-
imized. The minimal weighted matching is identified using
the Hungarian algorithm for bipartite matching (Hornik,
2018; see also Munkres, 1957).

In addition to creating a set of pairs of matching names,
we also allow extracting of a set of names, with the same
number of members from two groups. Again this set is
created such that the overall difference between all names
(not only between the two groups) is minimized, with the
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additional possibility to give more weight to some charac-
teristics if required for the experimental design. To find
such minimal distance sets, a genetic algorithm is used with
the distance used as the fitness function (Scrucca, 2019; see
also Holland, 1975).

Using the Collected Variables as Control
Variables

Variables may be used as control variables, for example, in
a regression model to account for differences on dimen-
sions for single names in a study. Including many or all vari-
ables that we report in this article may result in a failure of
fitting regression weights due to high multicollinearity up to
the point of exact multicollinearity if all variables are used.
This multicollinearity reflects the fact, that the variables
contain less information than one would expect given the
number of variables (Goldberger, 1991). This again indi-
cates that the actual number of meaningful dimensions
we collected is much lower than the number of originally
collected variables. The solution to problems of multi-
collinearity is therefore exactly the same as before, instead
of using the original variables, researchers are advised to
use the variables labeled PC1 to PC5 as control variables
in any regression analysis.

Conclusion

We provide ratings on perceived demographic and social
characteristics (e.g., sex, origin, familiarity, education, and
intelligence) for a large set of 2,000 representative German
names. The split-half reliability indicates that the reliability
of these ratings ranges from very high values for more
objective characteristics (sex, origin, familiarity, and age)
to lower values for more subjective ratings such as warmth
and competence. In addition, the correlation with similar
ratings provided by other sources for sex and origin show
that these ratings relate to external criteria in a meaningful
way. Furthermore, a factor analysis on a subset of the
ratings taken from a questionnaire about warmth and com-
petence could show that these ratings collected for German
names have a similar factor structure as the one that was
found in previous studies using the same items for ratings
of social groups (e.g., Asbrock, 2010; Fiske et al., 2007).

Considering the high number of names tested and the
time-constraints of an online study, the number of items
per name was limited. In the study we therefore focused
on measures that we think are useful for research on stereo-
types (Fiske et al., 2007). To give some more insight on
which kind of association people typically have when
presented with a name, we nonetheless included an open
ended question. The answers to this question can further

inform researchers to plan which items to include in a
possible follow-up study.

Due to collecting a large number of different names we
were only able to collect relatively few ratings for most of
the names. This may lead to the estimated means differing
substantially from the population means for these names.
In addition, low sample sizes are associated with inflated
effect sizes (Gelman & Carlin, 2014) and false-positive
results of hypothesis tests (Schönbrodt & Perugini, 2013).
However, concerning the tests performed in this study,
the small number of ratings per name is less problematic,
because most of these tests were done on averaged ratings
for each name. Thus, the degrees of freedom for these tests
should be based on the number of names, not on the
number of ratings per name. In addition, since averaging
serves to remove noise, each value entered in the analysis
carries less error than a single rating, thus leading to even
higher true degrees of freedom. In fact, Table 1 shows that
the effective sample sizes of all variables are much higher
than the number of names. Therefore, by estimating the
dfs for our tests based on the number of names, we could
achieve conservative testing.

To our knowledge, the provided set of ratings is the most
extensive to date. Therefore, this set of names may not only
be used for studies where only a few names are given (e.g.,
Bertrand & Mullainathan, 2004; Moss-Racusin et al., 2012;
Steinpreis et al., 1999), but also in studies that require a large
number of trials with different names (Dorrough et al., 2017;
Stevens et al., 2011). The representative total set of names
furthermore allows generating representative subsets by
random sampling with or without constraints (e.g., only
names that are similar with respect to some dimensions).

Furthermore, since associated characteristics with names
are subject to change (e.g., due to celebrities or other
prominent figures carrying those names), it is important
to repeatedly re-validate ratings of first names (Newman
et al., 2018). By providing the complete source code to
our survey software as well as all analysis scripts, we hope
to provide an easy starting point for other researchers who
are interested in replicating or extending our results.

Since we only collected ratings for German names by
German native speakers, the collected dataset is specific
to Germany and so its use for studies in other countries
may be limited. Nevertheless, the methods and the soft-
ware we use and provide as part of this research is created
such that it may easily be adapted to other countries or
languages as well.
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