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Benoît Verdon / Catherine Azoulay (Editors)

Psychoanalysis and Projective Methods 
in Personality Assessment
The French School

2020, xiv / 214 pp.
US $56.00 / € 44.95
ISBN 978-0-88937-557-4

Applying psychoanalytical 
theory to projective methods: 
The French School

This unique book synthesizes the 
work of leading thinkers of the French 
School of psychoanalytical projective 
methods in personality assessment, 
exploring its theories and methods 
and its clinical applications. Detailed 
case studies from different stages of 
lifeexamine the psychopathology of 
everyday life with its severe and dis-
abling states of suffering. Contempo-
rary advances in research and clinical 
work are presented, and the ground-
breaking early work of Nina Rausch 
de Traubenberg, Vica Shentoub, and 
Rosine Debray are also critically  
reread and discussed.

Clinical tools adapted for clinicians 
and researchers in the appendices 
include a useful schema to facilitate 
the interpretation of the Rorschach 
and TAT together, a list of latent solic-
itations for the TAT, and the current 
version of the TAT Scoring Grid. 

This book is essential reading for clini-
cal psychologists, psychiatrists, psy-
chotherapists, researchers, and 
students interested in applying psy-
choanalytical theory to projective 
methods.

“This compendium is a remarkable synthesis by leading figures of the 
French School of psychoanalytic projective methods in personality  
assessment. This skillfully edited and magnificently translated book 
provides the English-speaking world with access to the rich and vibrant 
tradition of the French School. I literally could not put this book down!”
Howard D. Lerner, PhD, Assistant Clinical Professor of Psychology, Department of Psychiatry, University of Michigan 
Faculty, Michigan Psychoanalytic Institute, Ann Arbor, MI, USA
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Editorial
Hotspots in Psychology – 2022 Edition

Holger Steinmetz1, Nadine Wedderhoff1, and Michael Bošnjak1,2

1University of Trier, Germany
2Department of Epidemiology and Health Monitoring, Robert Koch Institute, Berlin, Germany

Abstract: This editorial introduces the five articles included in the sixth “Hotspots in Psychology” of the Zeitschrift für Psychologie. With the
new edition, the format enlarges it focus beyond meta-analyses and systematic reviews to new developments such as big data in psychology.
The included five articles span a diverse array of topics, that is, the application of individual participants meta-analyses as a way to replicate
studies, the role of the degree of anthropomorphism (“human-likeness”) in human-robot interactions, the challenge of multiple dependent
effect sizes when conducting a meta-analytical structural equation model, the value of using log data of online platform as a way to predict
learning outcomes, and the utility of a block-wise fit evaluation in structural equation models with many longitudinally measured variables. To
promote the open science philosophy, the papers present supplemental material that can be accessed via the repository PsychArchives (www.
psycharchives.org).

The “Hotspots in Psychology” topical issue has a tradition
in presenting articles focusing on reviews and meta-ana-
lyses in research-active (i.e., hotspot) fields (Bošnjak &
Erdfelder, 2018; Bošnjak & Gnambs, 2019; Bošnjak &
Wedderhoff, 2020; Bošnjak, Wedderhoff, & Steinmetz
2021; Erdfelder & Bošnjak, 2016). While the focus on meta-
analyses is still the backbone of this year’s edition, we
decided to widen the focus to also include articles dis-
cussing the fruitfulness and challenges of big data, for
instance, of intensive longitudinal data (e.g., time series,
experience sampling), data provided by means of nonobtru-
sive methods (e.g., sensors, log data), and approaches
related to the treatment and handling of such data or their
statistical analysis.

The first article by Maria Klose, Diana Steger, Julian Fick,
and Cordula Artelt (2022) focuses on the utility and chal-
lenges of analyzing log data on learning activities in the
field of learning analytics. The authors present a meta-
analysis using 41 studies (N = 28,986), revealing a positive
relationship between total login time and login frequency
on a learning platform and grades. Beyond the specific
implications of the usefulness of log data for analyzing
learning behavior and outcomes, the paper fits in with the
increasing research on the value of big, technically mea-
sured data for psychology and related fields.

The article by Isidora Stolwijk, Suzanne Jak, Veroni
Eichelsheim, and Machteld Hoeve (2022) addresses a chal-
lenge most researchers testing meta-analytical structural
equation models (MASEM) are confronted with: how to
proceed when primary studies present several estimates
of a target correlation. While this problem can easily be
handled through a three-level approach when the target is
a simple bivariate correlation, issues become tricky when

the goal is a MASEM based on a matrix of correlations. 
Stolwijk and colleagues compare the differences among 
several approaches (i.e., ignoring, aggregation, elimination, 
and applying a multilevel approach). Based on the severe 
differences among the analytical approaches, the authors 
recommend relying on the multilevel approach as the 
approach that fully considers the nested structure of the 
data.

The paper by Martina Mara, Markus Appel, and 
Timo Gnambs (2022) reports a meta-analysis in the 
field of human-robot interaction, especially on the Uncanny 
Valley Hypothesis, which claims that there is a curvilinear 
relation-ship between the evaluation of a robot as likable 
and the extent of anthropomorphism (i.e., the creation of 
the robot as human-like). According to the hypothesis, 
individuals will increasingly react with positive feelings to 
robots with their increasing human-likeness but – beyond a 
certain point – will tend to negatively react to even 
increasing likeness. At the extreme value of human-
likeness, however, reactions will turn positive again. Using 
data from 49 (N = 3,556) studies  and focusing of studies 
that used the most widely used instruments (i.e., the 
Godspeed scales), the polynomial meta-regression 
analysis shows a nonlinear but monotonic relationship 
between anthropomorphism and likeability. While these 
results could be interpreted as counterevidence to the 
uncanny valley hypothesis, the authors conclude that the 
limited amount of data addressing the extreme part of the 
anthropomorphism dimension is the most direct 
conclusion.

The article by Julia Norget and Axel Mayer (2022) 
addresses the question of how to evaluate the fit of struc-
tural equation model applied to longitudinal data, for 
instance, from experience sampling designs. Based on their

�2022 Hogrefe Publishing Zeitschrift für Psychologie (2022), 230(1), 1–2
https://doi.org/10.1027/2151-2604/a000491
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argument that common fit indices perform poorly in
models estimated with many variables measured in experi-
ence sampling, the authors propose and analyze the value
of a block-wise fit assessment for such models. The authors
present two simulation models that support the value of
their approach but also shows some limitation such that
some misspecified models cannot be detected and that
the assessment of fit naturally is focused and, thus, limited
on misspecifications in the respective block.

In the fifth and final article, Robbie van Aert (2022) dis-
cusses the value and benefits of conducting an individual
participants meta-analysis when analyzing multiple replica-
tions of studies conducted in different labs that have become
prominent in themany labs project (Ebersole et al., 2016). He
points out to the weaknesses of meta-analytical approaches
to aggregate the results of these studies, most notably the
lower statistical power when analyzing moderator effects
(in the form of differences across studies) and –more impor-
tantly – the danger of aggregation biases, that is, falsely con-
cluding differences between studies to differences between
individuals. As a remedy, he provides an introduction and
tutorial with R to individual participant meta-analysis, in
which the primary data of all studies are modeled in a
multilevel model in which differences across labs can be
represented in the form of random effects.

Overall, we believe that the broadened methodological
scope has contributed to presenting an illustration of a
broad array of topics highlighting developments and emerg-
ing themes in psychology.
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Review Article

Decrypting Log Data
A Meta-Analysis on General Online Activity and Learning
Outcome Within Digital Learning Environments

Maria Klose1 , Diana Steger2, Julian Fick3, and Cordula Artelt1,4

1Leibniz Institute for Educational Trajectories (LIfBi), University of Bamberg, Germany
2Department of Psychological Assessment, University of Kassel, Germany
3Institute for Communication Science and Institute of Educational Psychology, Technische Universität Braunschweig, Germany
4Department of Longitudinal Educational Research, University of Bamberg, Germany

Abstract: Analyzing log data from digital learning environments provides information about online learning. However, it remains unclear how
this information can be transferred to psychologically meaningful variables or how it is linked to learning outcomes. The present study
summarizes findings on correlations between general online activity and learning outcomes in university settings. The course format,
instructions to engage in online discussions, requirements, operationalization of general online activity, and publication year are considered
moderators. A multi-source search provided 41 studies (N = 28,986) reporting 69 independent samples and 104 effect sizes. The three-level
random-effects meta-analysis identified a pooled effect of r = .25 p = .003, 95% CI [.09, .41], indicating that students who are more active
online have better grades. Despite high heterogeneity, Q(103) = 3,960.04, p < .001, moderator analyses showed no statistically significant
effect. We discuss further potential influencing factors in online courses and highlight the potential of learning analytics.

Keywords: online learning, log data, learning analytics, academic achievement, meta-analysis

Until recently, face-to-face teaching and on-site exams
were considered the gold standard in formal higher educa-
tion. Universities face increased demand as the number of
students constantly grows (Araka et al., 2020), and because
of the COVID-19 pandemic, the need for online learning in
higher education increased drastically (Ali, 2020). How-
ever, only little is known about how students use online
classes and how their learning behavior is linked to learning
outcomes. Online learning environments, so-called Learn-
ing Management Systems (LMS), make it easier to obtain
information about students’ learning behavior by analyzing
automatically tracked log data from students’ interactions
with the LMS (Gašević et al., 2016). Although interest in
learning analytics constantly grows (Dawson et al., 2014)
and uses of trace data are increasing (Winne, 2020), the
potentials of using process generated data for purposes of
summative and formative assessments is yet an emerging
research field in which common concerns about the poten-
tial limitations are addressed. Concerns relate to the weak
relation between overt learning behavior operationalized
via log data with complex learning behavior. Henrie and
colleagues (2018) describe them as strongly simplified prox-
ies for complex learning behavior, which ultimately ques-
tions their usefulness for the evaluation of online classes.
Consequently, there is an ongoing debate whether log data

are a valid predictor for learning outcomes (e.g., Agudo-
Peregrina et al., 2014; Campbell, 2007), or whether they
fail to predict learning outcomes – either because it is diffi-
cult linking log data to learning behavior, or because
courses with substantial online elements are too heteroge-
neous to draw a general conclusion (e.g., Gašević et al.,
2016; Macfadyen & Dawson, 2010). Although added value
of using fine-grained and event-related process data for cer-
tain unobtrusive assessment purposes has been demon-
strated (e.g., measuring intra-individual change; Barthakur
et al., 2021), the use of log data for platform-, domain-
and demand independent assessment of successful digital
learning activities is still a matter of debate. Since system-
atic reviews about the value of broad log indicators are
missing, the present meta-analysis summarizes findings
on the relationship between these online activities derived
from log data and learning outcomes within LMS. We focus
on two broad log data indicators of general online activity
(i.e., total login time and login frequency), which can be
classified as access-related log events (Kroehne & Gold-
hammer, 2018) and are commonly used as measures linked
to students’ achievement (see You, 2016 for a detailed dis-
cussion of this issue). Accordingly, in the case of learning
outcomes, we focus on indicators of learning success (i.e.,
course grade or course score).

�2022 The Author(s). Distributed as a Hogrefe OpenMind article under Zeitschrift für Psychologie (2022), 230(1), 3–15
the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0) https://doi.org/10.1027/2151-2604/a000484
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General Online Activity and Learning
Outcomes

One major advantage of online learning for educational
research is the availability of a vast amount of information
that can be derived automatically and unobtrusively. For
example, courses offered via LMS allow collecting an enor-
mous amount of log data about interactions with the plat-
form (Campbell, 2007). However, the primary use of
explorative approaches for analyzing log data results in a lack
of theoretical grounding (Winne, 2020). Besides the number
of studies comprising data-driven approaches for the deci-
sion which log data to examine, several researchers have
considered pedagogical theories (see Tempelaar et al.,
2015, for a review). For example, general online activities,
such as total login time or login frequency, are considered indi-
cators for learning engagement (Beer et al., 2010). Further-
more, according to Carroll’s (1963) model of school learning,
time spent on learning is one of the crucial factors for stu-
dents’ performance. Thus, time spent learning online might
also be a crucial factor for web-based achievement (Jo et al.,
2015). Besides, login frequency is associated with Enges-
tröm’s (1987) activity theory, which states that mere activity
produces meaningful learning, leading to higher learning
outcomes (Kupczynski et al., 2011). Finally, total login time
and login frequency are considered proxies for timemanage-
ment strategies, as they are indicators for sufficient time
investment and, thus, key factors for performance (Jo
et al., 2015). However, there is a debate on the type of log
data suitable tomeasure learning behavior (Agudo-Peregrina
et al., 2014). Critics suggest focusing on quality, not the quan-
tity of online learning behavior (You, 2016): As active partic-
ipation is crucial for success, indicators that do not
distinguish between active and passive engagement are
problematic (Ransdell & Gaillard-Kenney, 2009). Overall,
these contradictory assumptions on the usefulness of broad
log data indicators go along with inconsistent findings on
the association between those indicators of general online
activity and learning outcomes: some studies reported no
association (Broadbent, 2016), negative correlations (e.g.,
Ransdell &Gaillard-Kenney, 2009; Strang, 2016), or positive
correlations (e.g., Liu & Feng, 2011; McCuaig & Baldwin,
2012; Saqr et al., 2017). Other studies that examined various
online courses simultaneously obtained mixed results across
different courses (e.g., Conijn et al., 2017; Gašević et al.,
2016), indicating that online courses might be too heteroge-
neous to draw a general conclusion about the link between
general online activity and learning outcomes.

The Present Study

Our aim was to systematically review findings on the rela-
tionship between two log data indicators of general online

activity and learning outcomes within LMS. To guarantee
a minimum level of comparability between classes, we
focused on online university courses because they are more
structured than informal online courses (Song & Bonk,
2016) and because they are usually graded, offering a mea-
sure of learning outcomes. Regarding general online activ-
ity, we focused on total login time and login frequency to
assess the applicability of these broad measures derived
from log data as a proxy of online learning behavior and
examine how they are linked to educational outcomes
(i.e., course grade or course score). Moreover, we examined
the impact of several moderators to explain the inconsistent
findings reported in previous literature, since in the course
of recent technological developments (Palvia et al., 2018),
teaching tools became more sophisticated and online
courses became more diverse.

First, we use the term “online course” to describe all
courses that include substantial online elements, that is,
courses that are taught exclusively online (fully online
courses), and courses that combine online and face-to-face
delivered content (blended courses; Allen & Seaman, 2014).
Compared to fully online courses, blended courses offer
more structure through regular face-to-face sessions
(Means et al., 2013), as well as the opportunity to easily
get in touch with peers regularly (Broadbent, 2016). How-
ever, the varying parts of face-to-face teaching in blended
courses cannot be tracked via log data (Mwalumbwe &
Mtebe, 2017). Therefore, we expect a stronger relationship
between general online activity and learning outcomes
within fully online than within blended learning courses,
as for the latter, substantial parts of learning might remain
unreflected by log data (Hypothesis 1).

Second, online courses vary with respect to the emphasis
put on the use of online discussion boards. An explicit
instruction to use discussion boards implemented within
the LMS might foster deeper learning while being online
and lead to better achievement (Song et al., 2019).
Although interactions in discussion forums are considered
an essential part of learning (Uijl et al., 2017), the mere exis-
tence of a discussion board is not enough for promoting
active participation within the LMS (Lee & Martin, 2017).
Since active content engagement is crucial for students’
achievement (Ransdell & Gaillard-Kenney, 2009), we
expect higher correlations between general online activity
and learning outcomes for courses with instruction for dis-
cussion board usage (Hypothesis 2).

Third, online courses differ in their grading systems. For
the present study, it is important to what extent online
activities are explicitly incentivized. While some courses
do not incentivize online participation at all, other courses
either offer bonus points for regular online participation
or even require online activities within the LMS (e.g., online
group discussions, quizzes, or online assignments) as part of
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the final grade. These incentives encourage active online
engagement (Tempelaar et al., 2019) and offer guidance
for students to effectively use the tools and materials pro-
vided within the LMS. Therefore, we expect a higher corre-
lation between general online activity and learning
outcomes for courses that incentivize certain online activi-
ties through their grading systems (Hypothesis 3).

Fourth, we compare the operationalization of general
online activity as total login time or as login frequency. Ever
since the growing popularity of investigating log data, there
has been the challenge of capturing log data that might be
translated into psychologically meaningful variables (Seifert
et al., 2018). As both operationalizations are theoretically
reasoned with either Carroll’s (1963) model of school learn-
ing or Engeström’s (1987) activity theory, we want to explore
if general online activity operationalized as total login time
versus login frequency differs in their relationship with learn-
ing outcomes (Hypothesis 4).

Lastly, we considered publication year as a potential
moderator. In the face of rapid technological advancements
(Palvia et al., 2018), we expect changes in how LMS pro-
vides education. Through technological change, LMS tools
become more advanced, and multiple types of learning
tools can be implemented to foster students’ active engage-
ment within the LMS (Kebritchi et al., 2017). Therefore, stu-
dents ought to be enabled to benefit from a more
interactive online learning experience, and online activity
within recent studies might result in higher achievements
than within older studies (Hypothesis 5).

Method

In accordance with common open science practices, we
provide all additional materials (i.e., coding manual, syntax,
data, PRISMA20-checklist, and supplemental figures and
tables) online within the Open Science Framework (Center
for Open Science, 2021).

Literature Search and Study Selection

We identified 33,724 potentially relevant studies from elec-
tronic searches in major scientific databases (PsycINFO,
PsycArticles, PSYNDEX, and ERIC) and Google Scholar
using the Boolean search term (online learning OR online
course* OR web-based learning OR e-learning OR elearning
OR learning management system* OR LMS OR learning ana-
lytics) AND (achievement OR performance OR outcome) in
February 2021. We retrieved five further studies by calls
for unpublished work (via mailing list of the German Psy-
chological Society, ResearchGate, and Twitter). Addition-

ally, we performed a “rolling snowball” search and
identified 17 further studies by screening the reference lists
of all eligible studies and by conducting forward citation
tracking using Google Scholar. Finally, we contacted 19 cor-
responding authors of studies not reporting bivariate corre-
lations and received them for three studies. We included all
published or unpublished types of studies. See Figure S1 for
the detailed literature search process, including specifica-
tions of all sources that were searched. Subsequently, these
studies were included in the analysis depending on the fol-
lowing inclusion criteria: (a) The study investigated a fully
online or blended course in an institutional setting; (b) Gen-
eral online activity was measured using log data and oper-
ationalized as total login time or login frequency (i.e.,
number of single logins or number of days with at least
one login); (c) Learning outcome was measured as course
grade or course score; (d) The study consisted of a sample
comprising university students; (e) The study was published
between 1969 (year of the first connection of the Internet)
and 2021, and (f) was written in English or German; (g) The
study reported at least one correlation between general
online activity and learning outcome or appropriate statis-
tics that could be transformed into correlations. Studies
were excluded if: (h) General online activity was measured
as a self-report as we focused on the usefulness of log data
indicators of general online activity, or (i) measured as the
duration or frequency of single activities in the LMS (e.g.,
time spent on quizzes, number of forum postings) because
these types of log data fall within different categories (such
as response-related or process-related log data; see
Kroehne & Goldhammer, 2018), and (j) the study had a
commercial e-learning course as setting as we focused on
the specific context of higher education. After applying
these criteria, 41 primary studies remained (see Table S1).
Study selection followed a two-stage process. First, two
researchers reviewed titles and abstracts of the first 50
records and discussed disagreements about eligibility until
consensus was reached. Then, one researcher screened
all titles and abstracts of all studies retrieved. In cases in
which eligibility was unclear, the study was considered for
the second stage in the form of a full-text review. A sample
of full-text studies (�15%; 36/241) was independently
screened by two researchers. The remaining full-text stud-
ies were screened by one researcher. Finally, the second
researcher independently reviewed all included studies
and those with uncertain eligibility. Again, disagreements
about eligibility were resolved through discussion.

Coding Process

We developed a standardized coding manual and data
extraction sheet for the data collection process (see Center

�2022 The Author(s). Distributed as a Hogrefe OpenMind article under Zeitschrift für Psychologie (2022), 230(1), 3–15
the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0)

M. Klose et al., Meta-Analysis on General Online Activity and Learning Outcome 5

 h
ttp

s:
//e

co
nt

en
t.h

og
re

fe
.c

om
${

co
nt

en
tR

eq
.r

eq
ue

st
U

ri
} 

- 
W

ed
ne

sd
ay

, M
ay

 0
1,

 2
02

4 
2:

23
:0

7 
A

M
 -

 I
P 

A
dd

re
ss

:3
.1

45
.1

63
.5

8 



for Open Science, 2021, for detailed information). The
coding manual comprised eligibility criteria, guidelines for
selecting effect sizes and coding, and definitions of all out-
comes and other variables for which data were sought (i.e.,
name and description of the respective variables, guidelines
regarding the format of coding, and coding examples). For
each study, we extracted all relevant effect sizes for the
association between general online activity and learning
outcomes. Moreover, we collected data on study and sam-
ple and online course characteristics covering especially
moderator variables (i.e., course format, emphasis of dis-
cussion, course activities as part of grading, operationaliza-
tion of general online activity, and publication year) and
general study information.

All studies were coded twice using the coding manual
and data extraction sheets by two independent raters. To
evaluate the coding process, Cohen’s (1960) κ for categor-
ical variables and intraclass coefficients (ICC; Shrout &
Fleiss, 1979) for continuous variables were calculated for
the focal variables. Interrater reliability for the effect size
was ICC = .89, 95% CI [.84, .92] and for the sample size
and publication year ICC = 1, 95% CI [1, 1]. The Cohen’s
κ for the remaining categorical variables was .91, overall
indicating strong to excellent intercoder agreement (LeBre-
ton & Senter, 2008). All discrepancies were solved upon
discussion by comparing extracted data.

Statistical Analyses

Effect Size
We used Pearson product-moment correlation as an effect
size measure. Because transforming standardized weights
from multiple linear regression analyses into correlation
coefficients is problematic (Aloe, 2015), authors from stud-
ies reporting only regression weights were contacted to
obtain correlations. If no correlation was available, the
study was excluded from the analyses (k = 6). To standard-
ize the direction of effects, we conversed effect sizes in
cases where learning outcomes were conceptualized as
smaller numbers indicating better achievement.

Meta-Analytic Model
We pooled effect sizes using a random-effects model with a
restricted maximum likelihood estimator (Viechtbauer,
2010). A three-level meta-analysis was conducted to
account for dependent effect sizes (Cheung, 2014) because
some studies reported more than one effect size (e.g., pro-
vided correlations for both operationalizations of general
online activity for a given sample). Dependencies between
effect sizes derived from the same sample are acknowl-
edged by decomposing the total random variance into
two variance components: one reflecting the heterogeneity

of effects within samples, and the other indicating hetero-
geneity of effect sizes between samples (see Gnambs &
Appel, 2018 for a detailed description). We calculated I2

statistics to quantify heterogeneity in observed effect sizes
(Higgins et al., 2003). Considering I2 is not an absolute
measure of heterogeneity (Borenstein et al., 2017), we addi-
tionally report the Q-statistics. Since using sample size
weights performs best for estimating the random-effects
variance component in meta-analytic models with correla-
tions as effect size measures (Brannick et al., 2011), we used
this weighting procedure to account for sampling error. We
reported our findings focusing on the size of the effect and
its confidence and prediction interval. To visualize our
meta-analysis, we used a forest plot (Viechtbauer, 2010).
Lastly, we conducted subgroup and meta-regression analy-
ses to examine moderating effects on the pooled effect size
(Harrer et al., 2019), given the diversity of online courses
being investigated. Therefore – apart from publication
year –, we categorized the included studies along with
dichotomous moderators: fully online vs. blended course
format, instructed vs. not instructed discussion board
usage, graded activities vs. no requirements, and total login
time vs. login frequency as general online activity.

Sensitivity Analyses
First, we used the studentized deleted residuals (Viecht-
bauer & Cheung, 2010) to identify extreme correlations.
Additionally, we conducted sensitivity analyses that
removed the identified outliers from the analyses to exam-
ine the impact of these outliers. Moreover, the robustness
of the presented meta-analysis was investigated by remov-
ing two particular studies that differed in their conceptual-
ization (i.e., Lauría et al., 2012: correlation comprised data
from an entire university; and Mödritscher et al., 2013:
log data from only two weeks before the examination) from
themeta-analytic database and comparing the pooled effect
to the pooled effect from the full database.

Publication Bias
The presence of potential publication bias was investigated
in two ways: First, we performed a meta-regression with the
publication type as a moderator. Effect sizes from peer-
reviewed sources were compared to effect sizes from other
sources (i.e., theses or conference papers). A statistically
significant difference between effect sizes extracted from
both sources could result from a distortion in the peer-
reviewed research literature due to systematic suppression
of (e.g., nonsignificant) effects. Second, we conducted a
modified regression test for asymmetry by including a pre-
cision measure (i.e., 1/n) as a moderator in the meta-analy-
tic model to account for dependent effect sizes.
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Statistical Software
All analyses were conducted using R version 4.0.4 (R Core
Team, 2021). Meta-analytic models were estimated with
the metafor package version 2.4-0 (Viechtbauer, 2010).

Results

Descriptive Statistics

The meta-analysis is based on 41 studies published between
1997 and 2021, predominantly as peer-reviewed articles
(73%). The remaining studies appeared as theses (5%) or
conference papers (22%). The database covered 69 inde-
pendent samples that provided 104 effect sizes, with each
sample comprising between 1 and 3 effect sizes. Overall,
the meta-analysis included scores from 28,986 students
(range of samples’ ns: 11–11,195, Mdn = 122). The mean
age was 22.21 years, and 53.71% of the students were
female, however, only 11 studies reported information on
age, and 20 studies information on gender. The duration
of the courses varied between 6 and 19 weeks (Mdn = 12
weeks), mainly covering one academic semester. Moreover,
courses varied with respect to their format (24% fully online,
72% blended, 1% not reported separately, or 3% missing),
emphasis of discussion (18% instructed use of discussion
boards, 69% discussion boards available within the LMS
without further instructions, 10% not mentioned, or 3%
missing), and requirements (45% online activities within
the LMS as part of grading, 54% none, or 1% missing). In
44% of the cases, general online activity was operational-
ized as total login time and 56% as login frequency (number
of single logins or number of days with at least one login).

Overall Pooled Correlation

In total, the three-level random-effects meta-analysis iden-
tified a pooled correlation of r = .25 p = .003, 95% CI [.09,
.41], indicating that students who are more active online
also have a better learning outcome (Figure 1). The result
of the pooled correlation was robust and replicated in the
separate moderator analyses (Table 1).

Overall, these findings indicate a small but statistically
significant positive association between general online
activity and learning outcomes. Yet, the high random vari-
ance resulted in an exceedingly large prediction interval
around the pooled effect, 80% PI [�.10, .59]. Hence, we
conducted sensitivity analyses to examine the impact of
certain studies on the prediction interval. Further, the
studies showed higher between-cluster heterogeneity (I2 =
.92; see also Figure 1 for an illustration of the variability
between samples) compared to within-cluster-heterogene-
ity (I2 = .05), indicating pronounced unaccounted

differences between samples that might be explained by
moderator analyses, but negligible variability within sam-
ples (Higgins et al., 2003).

Moderator Analyses

We conducted meta-regression analyses to examine the
effects of course format, emphasis of discussion, require-
ments, operationalization of general online activity, and
publication year on the pooled effect (Table 2). On effect
size level, correlations between moderators ranged from
�.54 to .46, indicating negligible multicollinearity. None
of the moderators was statistically significant. This result
remained the same even when each moderator was exam-
ined separately (Table 1). Overall, moderator analyses
showed no effect, indicating that our data do not provide
evidence in favor of a moderating effect of course format,
emphasis of discussion, requirements, operationalization of
general online activity, or publication year on the relation-
ship between general online activity and learning outcome.

Sensitivity Analyses

We performed sensitivity analyses to examine the robust-
ness of our findings. In a first step, the robustness of the
presented results was investigated by removing nine
extreme correlations (i.e., outliers with z > 1.96; Viecht-
bauer & Cheung, 2010; Figure S2) from the database to
compare this pooled effect to the original pooled effect.
After eliminating these effects from the database, the
pooled effect was r = .24, p < .001. The 80% PI decreased
from [�.10, .59] to [.04, .43], indicating a reduced random
variance. However, the outliers did not distort the pooled
effect. Similar patterns appeared for all subgroup analyses
(see Table S2). Overall, the outlier analyses provided evi-
dence for the robustness of the correlation between general
online activity and learning outcomes. In a second step,
sensitivity analyses with respect to two studies that differ
in their conceptualizations from the other included studies
resulted in negligible differences: r = .29, p < .001, 80% PI
[�.05, .62] (Lauría et al., 2012), and r = .24, p = .011, 80%
PI [�.11, .60] (Mödritscher et al., 2013), also indicating the
robustness of the present meta-analysis (see Table S3).

Publication Bias

First, the meta-regression analysis that we conducted to
examine publication bias indicated no statistically signifi-
cant difference between effect sizes extracted from
peer-reviewed versus other sources (γ = �0.06, SE = 0.13,
p = .624). Second, the modified regression test for asymme-
try (γ = 7.93, SE = 8.57, p = .355) revealed no statistically

�2022 The Author(s). Distributed as a Hogrefe OpenMind article under Zeitschrift für Psychologie (2022), 230(1), 3–15
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significant effect for measurement precision. Overall, we
did not find evidence of publication bias.

Discussion

Online courses are more important than ever (Ali, 2020),
and they provide the possibility to conveniently and unob-
trusively record log data (Dawson et al., 2014). Yet, it is

unclear how log data contribute to explaining the linkage
of learning behavior to academic achievement. Although
several studies have examined the association between
general online activities and learning outcomes, their find-
ings are ambiguous (e.g., Broadbent, 2016; Campbell,
2007; Gašević et al., 2016). Hence, we provided a system-
atic review of existing findings and investigated several
potential moderators to explain ambiguity in previous liter-
ature: In a first step, we identified a small – yet statistically
significant – pooled correlation of r = .25 between general

Figure 1. Forest plot. Note. Effect sizes are ordered by increasing magnitude. Larger symbols illustrate larger sample sizes.
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online activity and learning outcome. This finding indicates
that students who are online for a longer time (or more
often) within the LMS also tend to have better course
grades. This effect might seem small at first, but it
remained robust across sensitivity analyses even though
we used very broad indicators of general online activity.
Additionally, academic success in itself is extremely com-
plex and, therefore, difficult to predict (see Alyahyan &
Düs�tegör, 2020, for a review). Comparing our results to a
meta-analysis examining multiple psychological correlates
of university students’ academic performance (Richardson
et al., 2012), log data indicators perform better in predicting

academic success as compared to demographics (i.e., gen-
der, age, and socioeconomic status) and personality traits
(except for conscientiousness), but perform slightly worse
than prior academic performance and academic self-effi-
cacy. The strongest correlate of all 50measures was perfor-
mance self-efficacy (r = .59). Against this background, the
present analysis demonstrates the potential of log data,
given that even two broad log data indicators of online
learning behavior are associated with the learning outcome.
However, the meta-analytic model revealed high hetero-
geneity between studies that could not be explained by
moderator analyses. Therefore, we discuss reasons why

Table 1. Meta-analysis on general online activity and learning outcome and separate moderator analyses

k1 k2 N r SEr 95% CI QM Q σ2(2) σ2(3) I2(2) I2(3) 80% PI

Overall 104 69 28,986 .25* .08 [.09, .41] 3,960.04* .06 < .01 .92 .05 [�.10, .59]

Course format [�.27, .18] 0.16

Fully online 25 20 4,816 .32* .08 [.17, .48] 125.03* .04 < .01 .91 < .01 [.05, .60]

Blended 75 46 12,543 .28* .07 [.15, .41] 2,919.10* .07 < .01 .93 .04 [�.08, .63]

Discussion board usage [�.20, .27] 0.07

Instructed 19 14 1,077 .28* .08 [.11, .44] 112.98* .06 < .01 .86 < .01 [�.05, 61]

Not instructeda 82 52 16,475 .29* .06 [.17, .40] 3,052.80* .06 < .01 .91 .06 [�.05, .63]

Requirements [�.22, .20] 0.01

Graded activities 47 35 7,673 .29* .10 [.10, .48] 2,313.94* .10 < .01 .95 .03 [�.13, .72]

None 56 33 10,118 .28* .05 [.19, .37] 420.52* .03 < .01 .80 .10 [.06, .51]

General online activity [�.29, .18] 0.21

Total login time 46 46 11,825 .29* .07 [.16, .40] 2,320.63* .04 .04 .49 .49 [�.09, .66]

Login frequency 58 53 24,842 .23* .07 [.09, .37] 585.41* .02 < .01 .81 .11 [.01, .45]

Publication yearb [�.03, .05] 0.23

Older than 2017 43 31 19,860 .22* .09 [.04, .40] 501.64* .03 < .01 .88 .07 [�.05, .49]

Newer than 2017 61 38 9,126 .29* .08 [.14, .44] 2,495.45* .08 < .01 .93 .05 [�.09, .67]

Note. k1 = Number of effect sizes; k2 = Number of samples; r = Pooled correlation; SEr = Standard error of r; 95% CI = 95% confidence interval of r; Q = test
of heterogeneity (df = k1 �1); QM = test statistic for the omnibus test of coefficients (df = 1); σ2(2) = Random effect of r between samples; σ2(3) = random
effect of r within samples, I2(2) = Proportion of between-cluster heterogeneity; I2(3) = proportion of within-cluster heterogeneity; 80% PI = 80% prediction
interval of r. aIncludes the categories of discussion board usage available and not mentioned. bFor illustrative purposes, subgroup analyses are reported for
older versus newer studies based on a median split. *p < .05.

Table 2. Moderator analysis including all five moderator variables simultaneously

Moderator analysis Correlations

γ SEγ z (1) (2) (3) (4)

Intercept �5.55 25.28 �0.22

(1) Course format (1 = blended; 0 = fully online) �0.07 0.13 �0.50

(2) Discussion board usage (1 = instructed; 0 = available, not mentioned) �0.04 0.13 �0.28 �.54

(3) Requirements (1 = none; 0 = graded activities) �0.03 0.10 �0.25 .12 �.27

(4) General online activity (1 = login frequency; 0 = total login time) 0.01 0.05 0.12 �.16 .12 .12

(5) Publication year (metric) < 0.01 0.01 0.23 .46 �.45 .12 �.28

QM 0.31

σ2(2)/σ
2
(3) 0.06/< 0.01

k1/k2 100/66

Note. Phi coefficients for dichotomous moderator variables and point-biserial coefficients for dichotomous and metric moderator variables on effect size
level are displayed. The correlations are based on 100–104 effect sizes. γ = Fixed effects regression weight; SEγ = Standard error of γ; QM = test statistic for
the omnibus test of coefficients (df = 5); σ2(2) = Random effect of r between samples; σ2(3) = Random effect of r within samples; k1 = Number of effect sizes;
k2 = Number of samples.
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our moderator variables might have failed to explain high
heterogeneity and other possible sources of variance.

Limitations of the Included Moderators

First, our potential moderator variables were restricted to
broad course characteristics, which can be illustrated by
the variable course format. The dichotomous classification
of blended versus fully online format might be too coarse
as there exist flowing transitions depending on the portion
of content delivered online (Allen & Seaman, 2014) and the
share of online elements in a certain course might be better
depicted as a continuous variable rather than a dichoto-
mous one. However, most studies on online courses only
provide very superficial characteristics. Given the fact that
faculties struggle with the transition to online teaching
(Kebritchi et al., 2017), more evidence is needed so practi-
tioners who design online courses are able to make
informed choices to improve quality of online learning.

Second, there is a lack of information on contextual vari-
ables (e.g., instructional design, interactive tools, or syn-
chronicity) reported in primary studies. Varying contexts
and tools affect the learning process by providing different
learning opportunities which are decisive for improved
learning (Lust et al., 2012). The consideration of contextual
factors might help explain ambiguous findings in the cur-
rent literature (Gašević et al., 2016) as they enable more
comprehensive moderator analyses. Our moderator analy-
ses were limited to basic information about how the LMS
was implemented. In the following, we discuss which
aspects might help explain differences between settings.

Potential Other Moderators

An overall structure offered by online courses might help
reduce individual differences in online learning behavior,
as it provides guidance for students to engage in the most
beneficial activities at a certain point of course processing
(Winne, 2004). On the individual level, instructors can help
to reduce existing heterogeneity within the association
between general online activity and learning outcome, as
not all learners seem to benefit equally from learning
opportunities (Lust et al., 2012). Learners need to be
instructed how to use LMS (Kebritchi et al., 2017) to exploit
the full potential of online courses. Other forms of structure
are, for example, shares of synchronous methods and appli-
cations in online courses (e.g., teaching sessions, collabora-
tive learning, or support and monitoring by a tutor; see
Kinshuk & Chen, 2006), which provide a structured sched-
ule for learning behavior, or any form of online assessment
across the course duration to monitor students’ learning
progress or to provide personalized feedback (Knight,

2020), or to encourage students’ engagement (Tempelaar
et al., 2019). In the present literature, systematic informa-
tion on the extent of the structuredness of online courses
is unfortunately limited. Future research might document
the effects of these course characteristics and their impact
on learning behavior.

Another aspect of online course design comprises the
incentives that are used to ensure students’ participation.
Apart from the extent to which participation is included
in course grading, only little is known about how instructors
use incentives for constant participation throughout the
course. One example for these incentives is gamification –

the implementation of game-design principles and ele-
ments in non-game environments (Deterding et al., 2011)
– which can promote motivation (see Mora et al., 2017 for
a review) for example by providing visualized immediate
feedback to the learner on goal completion or students’
learning progress compared to other students. Gamification
for educational purposes can be associated with increased
activity (e.g., Hamari, 2017; Huang & Hew, 2015) or general
engagement in online programs (Looyestyn et al., 2017).
But it remains unclear if a game-based induced increase
in online activity automatically leads to improvement in
learning. If practitioners systematically provide online
courses with and without different types of gamification,
future research could examine differences in the online
learning activity and its impact on learning outcomes.

Finally, our meta-analysis was based on log data indica-
tors that specify the extent of total login time or login fre-
quency within LMS over an entire academic semester.
Differences in the distribution of online activity across the
course duration could not be considered. As distributed
learning is a more efficient learning strategy than cramming
before examinations for an equal amount of time (Dunn
et al., 2013), future research should address the mere
amount of activity and the distribution of total login time
or logins in a more fine-grained way. Additionally, students’
diversity and consistency of online activities might provide
substantial insights into how students’ activity affects learn-
ing (Lust et al., 2012).

Log Data in Educational Research

The present meta-analysis can be seen as a starting point of
how log data can be used to contribute to our understand-
ing of complex variables like academic achievement by
linking course outcomes to broad log data indicators of
online learning behavior. However, given the increase of
online education in higher education and the recent techno-
logical development (Kebritchi et al., 2017) there undoubt-
edly exist more fine-grained data in research than overall
participation measures comprising platform usage. One
big advantage of the use of log data is that large amounts

Zeitschrift für Psychologie (2022), 230(1), 3–15 � 2022 The Author(s). Distributed as a Hogrefe OpenMind article under
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of data are easily and immediately accessible so that learn-
ing analytics can draw on detailed and extensive log data
about learners’ studying activities within modern software
tools (Winne, 2010). Although log data are a more accurate
reflection of the quantity of media use than self-reports
(Parry et al., 2021), researchers’ degrees of freedom in data
tracking, collection and analysis persist and thereby limiting
the objectiveness of log data indicators (Avella et al., 2016).
Moreover, the biggest issue is the connection with existing
educational theories and the resulting necessity to consider
the reliability of log data as well as its role in claims about
validity based on this kind of data (Winne, 2020).

But how can learning analytics meet the vision to help
improving learning and teaching by using generated data
as people engage in learning? On the student-centered
level, learning analytics facilitate predictive modeling of
course completion (Clow, 2013). Information on student’s
previous educational experience and demographics, as well
as data on online activity and formative and summative
assessment, are combined and then used to develop inter-
ventions designed to improve retention and performance.
This enables early intervention systems and personalized
learning, as students receive real-time feedback on their
learning progress (Arnold & Pistilli, 2012). Otherwise,
instructors can take advantage of learning analytics by
using them to identify areas in need of improvements
regarding the curriculum as well as their own performance
(Avella et al., 2016). Finally, the implementation of new
tools or mechanisms can be checked (Song, 2018). Multiple
types of learning tools enhance the learning experience
(Hathaway, 2014), but it is not always the more, the better.
Instructors have to consider which tool, design element,
or multimedia will add to the learning process and which
ones are distracting (Kebritchi et al., 2017).

Limitations of the Present Study and
Implications for Future Research

Research on learning analytics is a promising approach for
an advanced understanding of the learning process
(Gašević et al., 2015). This meta-analysis provides an initial
insight into the value of broad log data indicators of learn-
ing behavior. However, the present analyses come with lim-
itations. Specifically, recent developments in meta-analytic
methods suggest that it might be more adequate to model
the hierarchical structure of the data by including the
covariances of effect sizes derived from the same sample
in the model, rather than using the default model, which
assumes no covariances. On a more general stance, data
dependency is an important issue in meta-analytic research
that is often neglected (e.g., Rodgers & Pustejovsky, 2021).
While these advanced models might be even better suited
to model the data structures, many issues arise not from

inappropriate modeling choices but rather from shortcom-
ings in the primary studies. How should future research
look like in order to contribute to a more advanced under-
standing of online learning?

While the number of studies using log data increases
steadily, only a few of these studies transparently describe
their methodologies for data collection and cleaning,
utilized measures or analyses (Bergdahl et al., 2020). In
general, learning analytics has to face challenges of hetero-
geneous data sources and the lack of unified vocabulary
(Papamitsiou & Economides, 2014). Future meta-analyses
could make use of quality assessments of primary studies,
something that is already common for assessing the
methodological quality of intervention effectiveness
research (e.g., Valentine & Cooper, 2008). Scheffel and col-
leagues (2014) have proposed a framework of quality indi-
cators for learning analytics earlier on. Future meta-
analyses would benefit from a standardized procedure that
allows taking the methodological quality of learning analyt-
ics studies into account for weighting procedures as well as
the decision whether to include or exclude a primary study.
However, learning analytics can benefit from a unified
framework for the use of terms and definitions, operational-
izations, and methodological procedures.

Another promising development to overcome central
issues (i.e., data access and transparency) in meta-analyses
is the open data movement (Gurevitch et al., 2018). As soon
as researchers follow standards regarding an open scientific
process, design standards would reduce unclearly reported
methodologies, and data sharing standards would enable to
directly generate effect sizes from open data (Nosek et al.,
2015).

Moreover, open science practices facilitate multi-level
analyses based on raw data in the form of meta-analysis
of individual participant data (IPD; e.g., Riley et al.,
2010). IPD meta-analyses are considered the gold standard
as they prevent aggregation biases and enable to look at the
impact of heterogeneity that originates from differences
within studies (Kaufmann et al., 2016). Due to the
COVID-19 pandemic, educational institutions were forced
to shift teaching to online learning (De’ et al., 2020), poten-
tially with an increase in the usage of interactive tools (such
as video conferencing tools) that could facilitate online dis-
cussions or group work, which may also lead to an increase
in the quality of online courses. Hopefully, these changes
will be documented in forthcoming research on online
courses. Future research might comprise large collabora-
tions and centrally coordinated data collections within
online courses to benefit from the incoming data due to
the digital surge so that they might gain deeper insights
to improve the quality of online learning.

Apart from that, this review focused on formal higher
education. However, informal learning gains more attention

�2022 The Author(s). Distributed as a Hogrefe OpenMind article under Zeitschrift für Psychologie (2022), 230(1), 3–15
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in the field of educational research (Zheng et al., 2019), and
therefore is a promising extension. Especially the change
toward online learning promotes informal learning (i.e.,
learner-directed and independent learning outside of for-
mal educational contexts; Song & Bonk, 2016). However,
due to the absence of external assessment within informal
learning (Callanan et al., 2011), studies with an informal
context could not be included in the present meta-analysis.
Even though formal and informal learning lead to gains in
knowledge and skills (Cerasoli et al., 2018), it is difficult to
combine them in meta-analyses as their outcomes are
operationalized differently since for informal learning,
educational success is traditionally defined as course com-
pletion (Henderikx et al., 2017). Accordingly, it seems
worthwhile to examine whether the positive association
between general online activities and learning outcomes
can be transferred to an informal context.

Conclusion

In summary, we identified an association between broad log
data indicators of general online activity and learning out-
comes. Although several sensitivity analyses indicated the
robustness of the present meta-analysis, the high hetero-
geneity between studies could not be explained by our mod-
erator variables, which were limited to basic information on
course implementation. We recommend for future research
to form bigger collaborations and centrally collect data to
conduct IPD meta-analyses to gain deeper insight into
online learning. Learning analytics have the potential to pro-
vide more fine-grained data, but it is necessary to connect
generated data to existing educational theories.
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Review Article

Dealing With Dependent Effect
Sizes in MASEM
A Comparison of Different Approaches Using Empirical Data

Isidora Stolwijk , Suzanne Jak, Veroni Eichelsheim, and Machteld Hoeve

Faculty of Social and Behavioural Sciences, University of Amsterdam, The Netherlands

Abstract: The objective of the present study was to examine whether different methods for dealing with dependency in meta-analytic
structural equation modeling (MASEM) lead to different results. Four different methods for dealing with dependent effect sizes in MASEM
were applied to empirical data, including: (1) ignoring dependency; (2) aggregation; (3) elimination; and (4) a multilevel approach. Random-
effects two-stage structural equation modeling was conducted for each method separately, and potential moderators were examined using
subgroup analysis. Results demonstrated that the different methods of dealing with dependency in MASEM lead to different results. Thus, the
decision on which approach should be used in MASEM-analysis should be carefully considered. Given that the multilevel approach is the only
approach that includes all available information while explicitly modeling dependency, it is currently the theoretically preferred approach for
dealing with dependency in MASEM. Future research should evaluate the multilevel approach with simulated data.

Keywords: meta-analytic structural equation modeling (MASEM), structural equation modeling, dependent effect sizes, meta-analysis,
subgroup analysis

Meta-analytic structural equation modeling (MASEM) is an
increasingly popular technique for summarizing findings
from multivariate correlational research (Becker, 1992;
Cheung & Chan, 2005; Viswesvaran & Ones, 1995). The
goal of MASEM is to fit and interpret structural equation
models in order to explain the (synthesized) correlations
between variables. For most MASEM methods, the first
step involves the estimation of a synthesized correlation
matrix based on the studies’ observed correlation matrices.

An important assumption related to synthesizing effect
sizes is that each effect size is independent of the other
(e.g., Cheung, 2019). In MASEM, this implicates that each
study may only provide one correlation coefficient for each
cell (each relationship between variables) in the correlation
matrix. This assumption often does not hold as dependence
among effect sizes can occur for a variety of reasons (e.g.,
Ahn et al., 2012). For instance, multiple informants (e.g.,
mother- and father-report on parenting practices) or multi-
ple measurement occasions (e.g., pre-and post-test mea-
sures) will lead to multiple correlation coefficients for the
same relationship in a study. Failure to properly deal with
dependency can lead to over- or underestimation of the
available information, which has important implications
for the statistical inferences (Cheung, 2019; Moeyaert
et al., 2017; Wilson et al., 2016).

Dependency of effect sizes is a common issue in meta-
analytic research (Cheung, 2019; Moeyaert et al., 2017).

There have been several (methodological) reviews on the
occurrence of dependent effect sizes. A recent review of
28 meta-analyses from educational research found that
57% of the studies reported dependent effect sizes (Rios
et al., 2020). This is similar to the findings of Ahn and col-
leagues (2012), who found that of the 56 meta-analyses on
educational research they reviewed, 62% reported multiple
(dependent) effect sizes, and a review of 44 meta-analyses
on randomized controlled trials reported that 70% of the
studies included dependent effect sizes (Page et al., 2015).

Over time, several (ad hoc) solutions have arisen to over-
come the issue of dependency in MASEM, which have not
always been justified or well-examined for their statistical
properties (Wilson et al., 2016). The objective of the present
study was to examine whether applying different methods
for dealing with dependent effect sizes to empirical data
leads to different results when conducting MASEM analy-
sis. Four methods were compared, including: (1) ignoring
dependency; (2) aggregation; (3) elimination; and (4) a
recently developed multilevel approach by Wilson and col-
leagues (2016), further referred to as the WPL-approach.

The next section describes the concept of MASEM in
more detail. The section thereafter further elaborates on
the issue of dependency and provides descriptions of the
four methods for dealing with dependency, including a dis-
cussion of their (dis)advantages. The final section describes
the application of the different methods for dealing with
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dependency to empirical data, including a comparison of
the results.

Meta-Analytic Structural Equation
Modeling

MASEM combines meta-analysis (MA) and structural equa-
tion modeling (SEM) and thereby overcomes some of the
disadvantages of the separate techniques. SEM allows for
testing more complex research questions, and MA provides
sufficiently large samples to test these complex theories in
SEM with sufficient statistical accuracy. There are many
different ways to combine MA and SEM, but it mostly con-
sists of two stages: (1) effect sizes from primary studies are
synthesized to obtain a pooled correlation matrix; and (2) a
structural equation model is fitted to the pooled correlation
matrix from Stage 1 (e.g., Cheung & Chan, 2005; Jak, 2015;
Viswesvaran & Ones, 1995). MASEM can be conducted
using two-stage structural equation modeling (TSSEM).
TSSEM was first developed for fixed-effects models (Che-
ung & Chan, 2005) and later extended to fit random-effects
models by including study-specific random-effects (Che-
ung, 2014a), which is very similar to the GLS-approach by
Becker (1992, 1995). Nowadays, random-effects models
are preferred because fixed-effects models assume homo-
geneity of effect sizes which is often unrealistic (e.g., Che-
ung, 2014a; Yuan, 2016).

In Stage 1 of TSSEM, the correlation coefficients are
weighed by their sampling variance (vi) and study-level
variance (τ2). The random-effects model for the correlation
vectors ri = vechs(Ri) in the ith correlation matrix Ri is

ri ¼ ρRandom þ ui þ ɛi; ð1Þ
with ρRandom as a vector of the means of the correlation
coefficients over studies, ui describing the study-specific
random effects in study i, and ɛi the sampling deviation
study i from its study-specific population coefficients, with
Cov(ui) = T2 representing the estimated between-study
variance and Cov(ɛi) = Vi representing the sampling covari-
ance matrix in the ith study (Cheung, 2014a). The model is
fitted using maximum likelihood (ML) estimation.

In Stage 2, the structural equation model is fitted to the
pooled correlation matrix R (consisting of the estimates of
ρRandom) of Stage 1 using weighted least squares (WLS) esti-
mation. The weight matrix used in WLS-estimation is the
inverse asymptotic covariance matrix of the Stage 1 esti-
mates (Cheung & Chan, 2005). These weights ensure that
correlation coefficients based on more information (on
more studies and/or studies with larger sample sizes) get
more weight in the estimation of the Stage 2 parameters.
Since the between-studies variance is filtered out at Stage
1, it does not play a direct role at Stage 2 (Cheung, 2014a).

Different Methods for Dealing With
Dependent Effect Sizes in MASEM

There are different ways of dealing with the dependency of
effect sizes in MASEM. When not properly dealt with,
dependent effect sizes may lead to under-or overestimation
of standard errors (SEs) of the average effect sizes, which
could result in inflation of Type I errors or reduced statisti-
cal power (Cheung, 2019; López-López et al., 2017). In the
following section, the (potential) advantages and disadvan-
tages of four different approaches for dealing with depen-
dent effect sizes are described, including: (1) ignoring
dependency; (2) aggregation; (3) elimination; and (4) the
WPL-approach.

Ignoring Dependency of Effect Sizes
Ignoring dependency is a known-to-be incorrect strategy
that is likely to bias results, to the extent that it threatens
the validity of the inferences (Moeyaert et al., 2017;
López-López et al., 2018). For one, studies with just one
effect size will have a smaller influence on the resulting
average effect size than studies with multiple effect sizes,
which may result in biased estimates (Cheung, 2014b;
Van den Noortgate et al., 2013). Second, simulation studies
showed that the estimated SEs of the average effect sizes
are underestimated, resulting in an increased likelihood of
significant results (i.e., inflation of Type I errors; López-
López et al., 2017; Moeyaert et al., 2017). One might incor-
rectly assume that the estimates are very precise and statis-
tical inferences are more likely to be wrong (Cheung, 2019).
The approach of ignoring dependency is a non-acceptable
practice in meta-analysis and is merely presented in the
current study to emphasize its inappropriateness and
underline its (negative) implications.

Aggregation of Effect Sizes
Aggregation is a commonly used approach that involves
averaging dependent effect sizes within a study before pool-
ing effect sizes across studies (Cheung & Chan, 2004; Che-
ung, 2014b; Marín-Martínez & Sánchez-Meca, 1999). There
are different ways to aggregate effect sizes. One option is
simple aggregation, which involves calculating the arith-
metic mean. Simple aggregation may be appropriate when
sample sizes are (close to being) equal and when it is likely
that population effect sizes are the same (Marín-Martínez &
Sánchez-Meca, 1999; Moeyaert et al., 2017). However, in
practice, this is often unrealistic.

Another option involves weighted aggregation. Here, effect
sizes are averaged using some weighting scheme (e.g., by
the inverse of the sampling variance; Marín-Martínez &
Sánchez-Meca, 1999; Moeyaert et al., 2017). Weighted aggre-
gation essentially involves cell-by-cell sub-meta-analyses.
For each study that contributes multiple (dependent)
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effect sizes per cell, a pooled correlation matrix is esti-
mated with a single pooled estimate within each cell (Wil-
son et al., 2016). An advantage of weighted aggregation –

over simple aggregation – is that more weight is assigned
to more precise estimates and less weight to less precise
estimates.

An advantage of aggregation – both simple and weighted
– is that it is a relatively intuitive and simple procedure.
Disadvantages of aggregation are that it ignores within-
study variability (López-López et al., 2018), and the loss
of information limits the possibility to examine characteris-
tics that can be used to evaluate effect size variability (Wil-
son et al., 2016). Also, a recent simulation study showed
that the aggregation approach is too conservative, especially
when the level of dependency is relatively low (Moeyaert
et al., 2017). Their results showed that SEs are overesti-
mated, which could lead to an inflation of Type II errors.

Thus, even though the aggregation approach is appealing
and intuitive, given its disadvantages, it is not considered a
state-of-the-art approach for dealing with dependent effect
sizes (López-López et al., 2018; Moeyaert et al., 2017;
Wilson et al., 2016).

Elimination of Effect Sizes
With elimination, one effect size per study is randomly
picked or chosen based on some a priori decision rule,
resulting in independent effect sizes (Cheung, 2014b; Che-
ung, 2019; Wilson et al., 2016). Randomly picking one
effect size could be appropriate when effect sizes are
assumed to be truly equivalent. However, this is a very
strong assumption that rarely holds in practice. To test
the assumption, one could conduct sensitivity analyses to
compare results from the initial randomly picked effect
sizes to another set of effect sizes (López-López et al.,
2018).

Elimination based on an a priori decision rule may be
appropriate when there are substantive (or validity) consid-
erations for preferring one effect size over the other. For
example, if a study includes multiple measurements of
child delinquency, if reliability is higher for self-reported
delinquency than for parent-reported child delinquency,
the effect size pertaining to the self-report measure may
be preferred. The disadvantages of elimination are similar
to those of aggregation in that it affects statistical power
and excludes the possibility to examine study characteris-
tics that can be used to evaluate effect size variability.

Additionally, if the effect size is chosen based on some a
priori decision rule, the fixed-effect estimates will likely
show some bias towards the characteristics of the decision
rule (Cheung, 2019). For example, choosing only the first
measurement from longitudinal studies may bias the results
to samples of younger ages. This may – depending on the
specific association of interest – lead to systematically larger

or smaller effects for the specific associations. Still, both
with randomly picking or choosing an effect size, the result-
ing effect sizes will be less efficient because the information
is lost. Thus, elimination may be appropriate when relevant
to the research question, but it is an inappropriate method
for solving dependency issues (Cheung, 2014b).

The WPL-Approach
Wilson and colleagues (2016) developed an approach to
deal with dependency in MASEM, which combines three-
level meta-analysis and TSSEM. A three-level random-
effects meta-analysis is used to account for dependency
in which participants (Level 1) are nested within effect sizes
(Level 2) and effect sizes within clusters (Level 3; Van den
Noortgate et al., 2013). Information from all available (de-
pendent) effect sizes per study is incorporated in the pooled
correlation matrix, and dependency is explicitly modeled.

The most important advantage of the WPL-approach is
that all available information is incorporated, thus it does
not reduce statistical power. Additionally, both within-
and between cluster variance are taken into account, allow-
ing for examination of heterogeneity at different levels
(Cheung, 2014b; Cheung, 2019). One potential disadvan-
tage is that the approach is somewhat more complex and
not yet widely used, thus may pose more of a challenge
for researchers. However, examples of studies that incorpo-
rated the WPL-approach are available (e.g., Graf-Drasch
et al., 2019; Loignon & Woehr, 2018).

Empirical Application

The empirical application examined whether using the four
different methods for dealing with dependency in MASEM
would lead to different results. In case no (or minor) differ-
ences are found, one could conclude that the differences
are mainly theoretical with no important practical implica-
tions. Then, deciding on how to deal with dependency
may be based on personal preferences. However, if (large)
differences are found that affect statistical inferences, the
decision on which method to use for dealing with depen-
dency in MASEM is an important one and should be care-
fully considered.

The next section describes the empirical application in
further detail. To start, some background information is
provided on the empirical data consisting of a meta-analysis
on the intergenerational continuity of criminal behavior.

Background

The intergenerational continuity of criminal behavior has
been well established. For instance, a meta-analysis found
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that children of criminal parents are at two times higher risk
for criminal behavior themselves than children of non-crim-
inal parents (Besemer et al., 2017). Explanatory mecha-
nisms are not yet well studied, but from the literature,
potential explanations can be derived. A potential mecha-
nism through which criminal parents affect their children
may be that criminal parents use less efficient (or even
problematic) parenting practices. Evidence for this comes
from a longitudinal study that found that mothers with a
history of antisocial behavior show increased odds for prob-
lematic parenting behaviors, when compared to mothers
without a history of antisocial behavior (Johnson et al.,
2004). Finally, these problematic parenting practices are
associated with child delinquency, with moderate associa-
tions between both behavioral control and parental support
and child delinquency (Hoeve et al., 2009).

The empirical application examined the underlying
mechanisms through which parental crime is associated
with child delinquency. It was hypothesized that the effect
of parental crime on child delinquency was fully mediated
by parental support and behavioral control. The hypothe-
sized full mediation model was compared to a partial medi-
ation model in which a direct effect of parental crime on
child delinquency was added. Given that the hypothesized
model involved a path model, MASEM was necessary for
the analyses.

Procedure

Sample of Studies and Selection Criteria
The selection of studies was derived from a meta-analysis
on the relation between parenting practices and child delin-
quency (Hoeve et al., 2009), and an additional selection of
studies (Silva Pinho, 2018; Van den Berg, 2018), which are
part of a larger project ‘The potential mediating role of par-
enting on the intergenerational continuity of criminal beha-
viour’. The coding of studies and the manual search are still
in progress; therefore, a subset of studies was included in
this study.

Studies were selected using the following criteria: studies
had to (1) focus on child delinquency, parental crime, and
parenting behavior; (2) involve Western samples; and (3)
report on bivariate associations. Child delinquency and par-
ental crime were operationalized as all behavior prohibited
by law. Broadly, parenting behaviors were defined such that
all behaviors had to be directed at the child. Parental sup-
port includes all behaviou of the parent towards the child
that makes the child feel comfortable and accepted. Behav-
ioral control includes supervision, regulation, and active
monitoring (excluding child disclosure and parental knowl-
edge). Note that studies including negative support (e.g.,
rejection), and negative behavioral control (e.g., low super-
vision) were also included.

The articles were screened and coded for effect sizes on
(1) parental crime and parenting behaviors, (2) parental
crime and child delinquency, and (3) parenting behaviors.
A more elaborate description of the search strategy, selec-
tion criteria, and the coding procedure can be found in
the original meta-analysis of Hoeve and colleagues
(2009) and the PRISMA flow diagram included in the Elec-
tronic Supplementary Material (ESM 1, Figure E3).

Classification and Computation of Effect
Sizes

The Pearson product-moment correlation coefficient (r),
further referred to as the correlation (coefficient), was used
as the input effect size for the analyses because this is the
only effect size suitable for conducting MASEM. Primary
studies often report on a variety of effect sizes, be it due
to different reporting standards across disciplines or differ-
ing nature of the variable included in the study (e.g., contin-
uous versus categorical). The raw (non-correlation) effect
sizes were converted to correlation coefficients using meth-
ods and formulae provided by Lipsey and Wilson (2001)
and Borenstein and colleagues (2009). A total of 18 effect
sizes were converted.

The directions of effect sizes were coded such that a pos-
itive effect indicated higher levels (e.g., more occurrences,
increased severity) of child delinquency or parental crime.
In case primary studies reported effect sizes that were not
in line with the hypothesis of the current study, the effect
sizes were reversed. For example, when support and behav-
ioral control were negatively formulated, the effect sizes
were reversed to indicate a negative association between
parenting behavior and child delinquency.

Statistical Analyses

Evaluation of Publication Bias
Publication bias was evaluated using three-level funnel
plots (Fernández-Castilla et al., 2020). The three-level fun-
nel plot provides two graphs from which to evaluate publi-
cation bias: (1) a graph in which all effect sizes are plotted;
and (2) a graph which plots the study-specific effects (i.e.,
amount of effect sizes reported per study, including their
variability) against their meta-analytic standard errors.

Dealing With Dependent Effect Sizes
The procedures of the four approaches for dealing with
dependency are described in the following section.

Ignoring Dependency
With ignoring dependency, no additional adjustments of
the data or calculations were required. All effect sizes were
included and treated as independent.
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Aggregation
With simple aggregation, the arithmetic mean was calcu-
lated (i.e., the average of all effect sizes within a study).
With weighted aggregation, the dependent effect sizes
within a study were weighed using the inverse of the sam-
pling variance (Cheung, 2014b). The sampling variance (vi)
was estimated using

vi ¼
1� r2i
� �2

ni
; ð2Þ

with ri representing the observed correlation coefficient of
study i, and ni representing the sample size of study i
(Olkin & Siotani, 1976). Using the effect sizes and sam-
pling variances, submeta-analyses were performed,
resulting in one (weighted) effect size per study.

Elimination
With the elimination approach, one effect size per study
was chosen based on a set of a priori decision rules. In case
of multiple measurement occasions, only the effect size
from the first measurement of child delinquency was
included. In the case of both a boy and a girl sample, the
girl sample was chosen because boys were overrepresented
in the current sample of studies. In case of multiple samples
or multiple informants, the sample or informant with the
highest reliability was chosen. If no distinction could be
made based on the described criteria, the first effect size
that was reported was chosen.

WPL-Approach
With the WPL-approach, the synthesized correlation matrix
was estimated using a three-level hierarchical model,
thereby accounting for the statistical dependencies (Van
den Noortgate et al., 2013; Wilson et al., 2016). Each unique
effect size is coded with a unique effect size ID, and the
effect sizes are nested within studies. Wilson and colleagues
(2016) provide a nice illustration of how a dataset with such
structure may be organized.

A random-effects no-intercept model was estimated
using maximum likelihood (ML) estimation to synthesize
correlations in each of the cells. Input required for the ran-
dom-effects no-intercept model was the unique effect sizes
and the variances of the effect sizes, which were calculated
using simple sample size weighing (Schmidt & Hunter,
2014). Using a no-intercept model allows interpreting the
regression coefficients as synthesized correlation coeffi-
cients, which are necessary for Stage 2 of the analysis. Also,
the asymptotic covariance matrix of the pooled correlation
matrix is available, which provides information on the pre-
cision of the pooled correlations (Wilson et al., 2016).

Random-Effect TSSEM Analysis
The hypothesized model was tested using random-effects
TSSEM (Cheung, 2014a) and was overidentified with 1 df.

For the WPL-approach, Stage 1 involved estimating a ran-
dom-effects no-intercept model using ML estimation in
which the effect sizes were nested within studies (Wilson
et al., 2016). For the remaining approaches, a pooled corre-
lation matrix was estimated in Stage 1 using ML estimation
(Cheung, 2014a). The hypothesized model includes four
variables, resulting in a pooled correlation matrix with six
cells. Each cell contains a pooled estimate representing
one of the associations of interest. In case the model did
not reach convergence, the between-studies variance (τ2)
was fixed at zero for the associations that seemed to lack
heterogeneity.

The degree of heterogeneity was qualified using I2, which
typically estimates how much of the total variance of effect
sizes is due to between-study heterogeneity. Due to its
three-level nature, the WPL-approach has the additional
benefit of evaluating heterogeneity on both the within-
and between-study level. The following rules of thumbs
are used, with an I2 of .25, .50, and .75 indicating low, med-
ium, and high levels of heterogeneity, respectively (Higgins
et al., 2003).

At Stage 2, the hypothesized model was fitted on the
pooled correlation matrix obtained at Stage 1 using
weighted least squares (WLS) estimation (Cheung,
2014a). Model fit was evaluated using the chi-squared dif-
ference (Δw2) test, using an α = .05 criterion for indicating
a significant discrepancy between the (saturated) partial
mediation model and the (more parsimonious) full media-
tion model. Note that with the evaluation of model fit in
SEM, it is common to report alternative fit indices (e.g.,
RMSEA, CFI) because the Δw2-tests are known to be very
sensitive to small discrepancies when working with large
sample sizes (e.g., Barret, 2007). Therefore, the RMSEAs
(including their 95% CIs) are reported, using the following
guidelines for adequate- to a good fit, respectively: RMSEA
� .08 and � .05 (Hu & Bentler, 1998).

Finally, the parameter estimates of the retained model
were interpreted. Criteria used to evaluate the size of the
effects were based on the guidelines provided by Funder
and Ozer (2019, p. 166), with an r of .05 indicating a very
small effect, r of .10 a small effect, r of .20 a medium effect,
r of .30 a large effect, and r of .40 a very large effect. These
guidelines were originally developed for interpreting
the size of correlations coefficients but are deemed appro-
priate for the interpretation of standardized parameter
estimates.

Moderator Analysis
The (hypothesized) moderator involved the type of sample
on which the effect size was based, being either a sample
from the general community or a high-risk sample (e.g., a
sample coming from high-crime neighborhoods, an offen-
der sample). The moderator analyses were conducted using
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subgroup analysis (Jak & Cheung, 2018), which tests
whether the parameter estimates are equal across groups.

The retained model was fitted to the pooled correlation
matrices of each group separately. To test for subgroup dif-
ferences, a model in which the parameter estimates were
constrained to equality across groups was compared to a
model without equality constraints. In the case of a signifi-
cant Δw2-test, the constrained model fits significantly worse
than the model without the equality constraints which indi-
cates that there are significant subgroup differences.

Software

Analyses were performed using R (version 3.5.1.; R Core
Team, 2020) with the metafor package (version 2.4.0.;
Viechtbauer, 2010) for Stage 1 of the WPL-approach, and

the metaSEM package (version 1.2.4.; Cheung, 2015) for
the MASEM and the subgroup analyses.

Results

Study Descriptives

The current sample of studies consisted of 140 manu-
scripts, with 114 unique samples and a total sample size
of N = 163,709. Of the studies, 72.1% (k = 101) reported
multiple (dependent) effect sizes. The studies contained a
total of 764 effect sizes (see Table 1 for the number of effect
sizes and the total sample sizes per association). There was
an almost equal number of longitudinal (k = 68) and cross-
sectional (k = 72) studies. Most studies were conducted with

Figure 1. Pooled correlations including their 95% CIs for each association per approach of dealing with dependency. IGN = ignoring dependency;
SAGG = simple aggregation; WAGG = weighted aggregation; ELIM = elimination; WPL = WPL-approach. (A) Parental Crime – Support; (B) Parental
Crime – Behavioral Control; (C) Parental Crime – Child Delinquency; (D) Support – Behavioral Control; (E) Support – Child Delinquency; (F)
Behavioral Control – Child Delinquency.
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samples from North America (75%), with fewer studies
conducted with European (22.9%) and Australian/
New Zealand (2.1%) samples. With regard to sample type,
70.7% were general community samples, 22.9% were
high-risk or delinquent samples, and 6.4%were other types
of samples (e.g., combined samples of delinquents and
non-delinquent). The studies included in the meta-analysis
are listed in Table E1 (ESM 1), including some of their
characteristics.

Comparison of Results From the Different
Approaches for Dealing With Dependency

TSSEM Analysis
Stage 1 analyses were conducted to allow for the evaluation
of the heterogeneity of effect sizes and to obtain the pooled
correlation matrices needed for Stage 2 (see Figure 1). With
the simple- and weighted aggregation approaches, running
the Stage 1 model led to some convergence issues, which
were likely due to the lack of heterogeneity in the associa-
tions between parental crime and support and parental
crime and behavioral control. Thus, with the aggregation
approaches, it seemed that the loss of information con-
tributed to a lack of heterogeneity, leading to convergence
issues, which was not the case with the other approaches.

Evaluation of I2 indicated large levels of heterogeneity
(I2 = .94 to I2 = .97) for all approaches, with only small dif-
ferences of .01 to .03. A benefit of the WPL-approach is the
possibility to divide the overall heterogeneity into within-
and between-cluster (i.e., studies) heterogeneity. Under
the WPL-approach, 15% of the total variance was estimated
to be due to between-study heterogeneity, and 81% due to
within-study heterogeneity (with the remaining 4% due to
random sampling variance). Note that under the other
approaches, one may incorrectly infer that variability of
effect sizes is mainly due to differences between studies,
whereas the WPL-approach shows that most variability of
effect sizes is due to differences within studies.

Next, the pooled correlation matrices for all approaches
were compared, which are presented in Table E2 (ESM 1).
Some differences were found in the size of the estimated
pooled correlations. For example, with the simple aggrega-
tion approach, there is a large to the very large association
between support and behavioral control (r = .37), which is
small to moderate with the WPL-approach (r = .15). Also,
there were differences regarding the significance of the
associations. For example, the association between parental
crime and behavioral control was non-significant with the
WPL-approach but significant for the other approaches.
Figure 1 presents the pooled correlation estimates, including
their 95% confidence intervals (CIs) per approach. The
width of the CIs of the ignoring dependency approach seems
to be consistently smaller than the width of the CIs of the

other approaches. In line with expectations, the ignoring
dependency approach seems to overestimate the precision
of the estimates, whereas the aggregation- and elimination
approaches seem to underestimate their precision. Note that
with the WPL-approach, the CIs of the associations coming
from a larger number of effect sizes are also quite narrow
and wider in association coming from less effect sizes. This
is to be expected since a larger number of effect sizes should
contribute to the precision of the estimates.

In Stage 2, both the hypothesized full mediation model
and the partial mediation model were fitted to the pooled
correlation matrices obtained at Stage 1. Inferences regard-
ing model comparison were similar for all approaches.
Model comparison showed significant differences between
the full mediation model and the partial mediation model,
indicating that the (more parsimonious) full mediation
model fit significantly worse than the (saturated) partial
mediation model, with Δw2 = 47.33, Δdf = 1, p < .001, for
the ignoring dependency approach, Δw2 = 25.17, Δdf = 1, p
< .001, for the simple aggregation approach, Δw2 = 28.23,
Δdf = 1, p < .001, for the weighted aggregation approach,
Δw2 = 19.56, Δdf = 1, p < .001, for the elimination approach,
and, lastly, Δw2 = 156.01, Δdf = 1, p < .001, for the WPL-
approach. Each approach of dealing with dependency
showed good fit of the full mediation model with RMSEAs
ranging from .01 to .03, with RMSEA = .01, 95% CI [.01,
.01] for the ignoring dependency approach, RMSEA = .01,
95% CI [.01, .02], for the simple aggregation approach,
RMSEA = .01, 95% CI [.01, .01] for the weighted aggrega-
tion approach, RMSEA = .01, 95% CI [.01, .02], for the
elimination approach, and RMSEA = .03, 95% CI [.03,
.03] for the WPL-approach. Note that even though conclu-
sions regarding model comparison are the same across
approaches, the values of Δw2-tests show seemingly large
differences across approaches. Given the statistical power
of the Δw2-test, it may be that studies with smaller sample
sizes would lead to different conclusions across the differ-
ent approaches.

Next, the parameter estimates of the partial mediation
model were compared, which are presented in Table E3
(ESM 1). Overall, the parameter estimates were quite simi-
lar in size across the approaches. Small differences in the

Table 1. Number of effect sizes and total sample sizes per
association

1 2 3 4

1. Parental crime 6,773 6,695 30,137

2. Support 20 53,081 108,720

3. Behavioral control 11 171 87,275

4. Child delinquency 40 286 244

Note. Number of effect sizes are shown below the diagonal, and sample
sizes above the diagonal.
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point estimates were found, ranging from 0.003 to 0.071.
For example, the effect of parental crime on child delin-
quency was small to moderate with the ignoring depen-
dency approach (β = 0.16) and moderate with the
weighted aggregation approach (β = 0.21). Also, differences
were found regarding the statistical significance of the
effects. For example, the effect of parental crime on support
was non-significant with the weighted aggregation- and the
WPL-approach but significant with the other approaches.
This may be explained by this effect coming from the least
amount of information (i.e., coming from the smallest num-
ber of effect sizes) and because of the relatively large
amount of within-study heterogeneity, which is only
accounted for by the WPL-approach. Thereby, the precision
of the estimates may be smaller than portrayed by the other
approaches.

Figure 2 presents plots of the parameter estimates,
including their 95% CIs. It seems that with ignoring depen-
dency, the CIs of the parameter estimates are consistently
smaller, which is in line with expectations. The CIs of the
simple- and weighted aggregation-, and elimination
approaches seem consistently larger than, except for the
CIs of the effects of the parenting behaviors on child delin-
quency (which come from the largest amount of effect sizes
and largest sample sizes). Similar to the comparison of the
pooled correlations, these results are somewhat in line with
expectations. Again, it seems that the differences between
the approaches are larger for effects coming from a smaller
amount of information than for effects coming from a lar-
ger amount of information. This suggests that using the
aggregation and/or elimination approach does not affect
results as much if there is a sufficiently large dataset
because then there will still be enough power.

The differences found in the parameter estimates across
methods are also reflected in the residual variances. The
residual (co)variances of the partial mediation model are
presented in Table E4 (ESM 1). The variance in child delin-
quency explained by the partial mediation model was 6.7%,
10.1%, 9.3%, 7.7%, and 8% across the ignoring depen-
dency-, simple aggregation-, weighted aggregation-, elimi-
nation-, and the WPL-approach, respectively. Figure 3
presents the final model estimated under the WPL-
approach.

Comparison of Results From the
Moderator Analyses

Moderator analyses were conducted using subgroup analy-
sis with sample type (i.e., general community vs. high-risk)
as the moderator. With the simple aggregation approach, it
was impossible to conduct moderator analyses due to the
lack of information on the association between parental
crime and behavioral control for the general community

subgroup. There were convergence issues when using the
ignoring dependency approach for the high-risk subgroup.
Additionally, with the weighted aggregation approach, there
were convergence issues for both subgroups. In both cases,
the between-studies variances (τ2) for the associations
between parental crime and support and parental crime
and behavioral control were fixed to zero.

Subgroup analyses showed similar results across
approaches, except for the ignoring dependency approach,
Δw2 = 15.37, Δdf = 5, p = .009. With the weighted aggrega-
tion-, Δw2 = 4.12, Δdf = 5, p = .532, elimination-, Δw2 = 9.20,
Δdf = 5, p = .101, and the WPL-approach Δw2 = 2.10, Δdf = 5,
p = .836, results showed no significant differences between
the regression coefficients from the general community
versus the high-risk subgroup.

Evaluation of Publication Bias With the
WPL-Approach

Evaluation of publication bias was conducted using three-
level funnel plots, which are presented in Appendix C
(ESM 1). Figure E1 (ESM 1) shows the graph in which all
effect sizes are plotted. Visual inspection of the effect size
plot shows one effect size in the lower-right part of the
graph, whereas there is no result with similar precision at
the lower-left part of the graph, which may be a sign of
publication bias. Figure E2 (ESM 1) shows the plot in which
the study-specific effects are plotted against their meta-ana-
lytic standard errors. The study-funnel plot shows some
signs of asymmetry, especially at the bottom of the graph.
Concluding from both graphs, there may be some signs
of publication bias, which should be taken into account
when interpreting the meta-analytic results.

Discussion

The aim of this study was to examine whether applying dif-
ferent methods for dealing with dependency to empirical
data leads to different results when conducting MASEM
analysis. The empirical application demonstrated that the
different approaches for dealing with dependency in
MASEM are not only theoretically different but also lead
to different results with important practical implications.
An overview of the (dis)advantages of the four approaches
is presented in Table 2.

The most important differences lie in the SEs of the
parameter estimates. The SEs of the parameter estimates
with the ignoring dependency approach seemed consis-
tently smaller, and the SEs of the aggregation- and elimina-
tion approaches seemed consistently larger. The SEs of the
WPL-approach did not seem consistently higher or lower
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across the different associations but, as one would expect,
seemed to depend on both the amount of information avail-
able and the level of within- and between-study variability.

Under- or overestimation of the SEs has important implica-
tions for statistical inferences. For instance, in the present
study, with the WPL-approach, the effect of parental crime
on parent support is not significant and therefore may be
removed from the model, whereas this effect was signifi-
cant with the other approaches.

Results from the subgroup analysis were also affected by
the use of the different approaches for dealing with depen-
dency. For one, with the simple aggregation approach, it
was not possible to conduct subgroup analyses due to the
lack of information available on the variable of interest.
Second, with the ignoring dependency approach, significant
differences were found between the subgroups. Given that
this was the only approach showing significant differences,
this may have been the result of overestimated precision of
the estimates. Thus, using different methods for dealing
with dependency in MASEM also has important practical

Figure 2. Parameter estimates of the partial mediation model including their 95% CIs for each effect per approach of dealing with dependency.
IGN = ignoring dependency; SAGG = simple aggregation; WAGG = weighted aggregation; ELIM = elimination; WPL = WPL-approach. (A) Parental
Crime – Support; (B) Parental Crime – Behavioral Control; (C) Parental Crime – Child Delinquency; (D) Support – Child Delinquency; (E) Behavioral
Control – Child Delinquency.

Figure 3. Partial mediation model with parameter estimates including
their 95% CIs. Standardized parameter estimates are presented, with
their corresponding 95% CIs between the brackets. *p < .05; **p < .01;
***p < .001.
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implications with regard to the evaluation of (potential)
moderators.

These findings are in line with previous research. By
ignoring dependency, the available information was overes-
timated, thereby increasing the likelihood of Type I errors
(Cheung, 2019; López-López et al., 2017; Moeyaert et al.,
2017). Hereby, one may incorrectly infer that the estimates
are very precise and important subgroup differences.
Therefore, ignoring dependency is deemed non-acceptable
in meta-analytic research.

With aggregation- and elimination of effect sizes, a lot of
information was lost by reducing the available information
to one effect size per study. Even though the parameter
estimates seemed to show no specific bias, the standard
errors were consistently larger in comparison to the other
approaches. Overestimation of the standard errors is prob-
lematic because it affects statistical power, thereby increas-
ing the likelihood of Type II errors (Cheung, 2014b;
Moeyaert et al., 2017). Given that most parameter estimates
were significant in the current study, the loss of information
did not seem to affect statistical inferences. However, this
study had a relatively large dataset to work with. It may
be the case that in meta-analyses with a smaller number

of studies, the lack of statistical power does affect results
and fails to identify a potential effect. Thus, using aggrega-
tion- and elimination of effect sizes may not be problematic
if there is sufficient number of studies and the level of
dependency is relatively low (Moeyaert et al., 2017). Still,
aggregation- and elimination of effect sizes, even though
simple and intuitive, is deemed suboptimal for dealing with
dependency in MASEM because these are less efficient
approaches.

The WPL-approach showed no consistently higher or
lower SEs across associations. One explanation for this
may be the amount of within-study variability of effect
sizes, which is not accounted for by the other approaches.
The ability to account for within-study variability is another
important benefit of the WPL-approach, as it gives a more
accurate representation of the data. Accounting for both
within- and between-study variability of effect sizes can
lead to different inferences than when one can only exam-
ine between-study variability. In this study, with the ignor-
ing dependency-, aggregation-, and elimination approaches,
one would infer that there is large significant variability in
effect sizes due to between-studies differences. However,
theWPL-approach paints a very different picture and shows

Table 2. Overview of the (dis)advantages of different approaches for dealing with dependent effect sizes in MASEM

Short description Advantages Disadvantages

Ignoring
Dependency

Each effect size is treated as independent – Standard errors are underestimated (affecting
Type I errors; López-López et al., 2017; Moeyaert
et al., 2017);
Studies with less effect sizes contribute less to
the resulting pooled estimate, than those with
multiple effect sizes (Cheung, 2014b; Van den
Noortgate et al., 2013).

Aggregation Simple: Calculate the arithmetic
mean.

Relatively simple and
intuitive approach.

Standard errors are overestimated (affecting
Type II errors; Moeyaert et al., 2017);

Weighted: Average the effect size
using some weighting
scheme.

Advantage of weighted-over
simple aggregation is that
more weight assigned to
more precise estimates
than less precise estimates.

Loss of information limits the ability to examine
effect size variability;
Too conservative when level of dependency is
relatively low (Moeyaert et al., 2017);

Ignores within-study variability (López-López
et al., 2018).

Elimination One effect size per study is randomly picked or
chosen based on some a priori decision rule.

Elimination based on an a
priori decision rule may be
appropriate when there are
substantive (or validity)
considerations.

Similar to those of aggregation;
Elimination based on an a priori decision rule is
likely to result in some bias towards the
characteristics of the decision rule (Cheung,
2019).

WPL-approach Thee-level random-effects meta-analysis
allows for effect sizes to be nested within
studies.

All available information is
incorporated;

Approach is somewhat more complex;

Dependency is explicitly
modelled;

More research needed to identify the strengths
and weaknesses of the approach;

Examination of effect size
variability is possible at
both the within- and
between-study level
(Cheung, 2019).

Moderator analysis only available for grouping
variables.
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that most of the heterogeneity is due to within-study differ-
ences, with a moderate amount due to between-study
differences.

The WPL-approach is the only approach where all avail-
able information is included while also explicitly modeling
dependency by nesting the effect sizes within studies
(Van den Noortgate et al., 2013; Wilson et al., 2016).
Because all the available information is used, statistical
power is not affected. By nesting effect sizes within studies,
the dependency is properly accounted for, and therefore the
precision of the estimates is not overestimated. Limitations
of theWPL-approach are that is has not been evaluated in a
simulation study and that it is not yet frequently used in
practice. However, the paper by Wilson and colleagues
(2016) describes the procedure extensively and provides
the syntax in the supplementary materials. Also, some
examples are available (e.g., Graf-Drasch et al., 2019;
Loignon & Woehr, 2018). Based on the findings of the cur-
rent study, the WPL-approach is the theoretically preferred
approach for dealing with dependency in MASEM analysis.

Strengths, Limitations, and Future
Directions

A strength of the current study is that – to the author’s
knowledge – this study is the first to compare frequently
used (ad hoc) methods for dealing with dependency in
MASEM to the relatively new WPL-approach using empiri-
cal data. Additionally, this study aspires to facilitate the
reproducibility of the analyses. Given that the WPL-
approach may be viewed as somewhat more complex, the
authors have provided the data (incl. the code book; Stol-
wijk et al., 2021a) and the R-script (Stolwijk et al., 2021b)
for the WPL-approach in PsychArchives. Combined with
the extensive description of the procedure by Wilson and
colleagues (2016), this should aid interested researchers
in conducting MASEM-analysis using the WPL-approach
to handle dependency. Lastly, this study gives a compre-
hensive overview of commonly used approaches for dealing
with dependency and shows its pitfalls. Providing an over-
view of the (dis)advantages hopefully aids researchers to
decide on an appropriate method.

The current study is limited in that it offers a comparison
based solely on empirical data, and inferences can stretch
not much further than to the specifics of the current dataset.
However, from this practical application, there is a basis
from which to conduct a simulation study in order to exam-
ine the robustness of the WPL-approach under ideal and
non-ideal conditions (e.g., Hallgren, 2013). For instance, it
would be interesting to examine the effects of differences
in the amount of overall heterogeneity that can be attributed
to within-versus between-studies differences. Additionally,

the level of dependency may be altered to evaluate the
impact on the performance of the WPL-approach, relative
to other approaches. Also, the minimum number of studies
necessary to conduct the WPL-approach should be
examined.

Conclusion

In summary, dependency is a non-avoidable issue in meta-
analytic research. This study demonstrated that using dif-
ferent approaches for dealing with dependency in MASEM
leads to different results, which can have important practi-
cal implications. Thus, the decision on which approach
should be used in MASEM-analysis should be one that is
carefully considered. Given that the WPL-approach is the
only approach that includes all available information while
explicitly modeling dependency, it is currently the theoret-
ically preferred approach for dealing with dependency in
MASEM. Future research should evaluate the multilevel
approach with simulated data.

Electronic Supplementary Material

The electronic supplementary material is available with the
online version of the article at https://doi.org/10.1027/
2151-2604/a000485
ESM 1. Table E1: Characteristics of the studies included in
the meta-analysis. Table E2: Pooled correlation matrices for
all variables. Table E3: Parameter estimates of the Partial
Meditation Model. Table E4: Residual (co)variances of
the Partial Meditation Model. Figure E1: Funnel plot of all
effect sizes. Figure E2: Study-funnel plot. Figure E3:
PRISMA flow diagram.
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Review Article

Human-Like Robots and the
Uncanny Valley
A Meta-Analysis of User Responses Based on the
Godspeed Scales

Martina Mara1 , Markus Appel2, and Timo Gnambs3

1LIT Robopsychology Lab, Johannes Kepler University Linz, Austria
2Psychology of Communication and New Media, University of Würzburg, Germany
3Leibniz Institute for Educational Trajectories (LIfBi), University of Bamberg, Germany

Abstract: In the field of human-robot interaction, the well-known uncanny valley hypothesis proposes a curvilinear relationship between a
robot’s degree of human likeness and the observers’ responses to the robot. While low to medium human likeness should be associated with
increased positive responses, a shift to negative responses is expected for highly anthropomorphic robots. As empirical findings on the
uncanny valley hypothesis are inconclusive, we conducted a random-effects meta-analysis of 49 studies (total N = 3,556) that reported 131
evaluations of robots based on the Godspeed scales for anthropomorphism (i.e., human likeness) and likeability. Our results confirm more
positive responses for more human-like robots at low to medium anthropomorphism, with moving robots rated as more human-like but not
necessarily more likable than static ones. However, because highly anthropomorphic robots were sparsely utilized in previous studies, no
conclusions regarding proposed adverse effects at higher levels of human likeness can be made at this stage.

Keywords: uncanny valley, humanoid robot, anthropomorphism, likeability, meta-analysis

When people think of robots, they usually have an image of
a human-like machine in their minds: an apparatus with
arms, legs, and a head, covered in metal or possibly silicone
skin (see Cave et al., 2020; Mara et al., 2020). Even though
such robots hardly, if at all, exist in our everyday lives,
media reports about engineering advancements and
science fiction stories about the – sometimes more, some-
times less peaceful – relationship between humans and
their robotic counterparts have long made us wonder what
it would be like if humanoid machines were really among
us. Given the diffuse mental pictures many people have
about robots, representative survey data show that many
people are skeptical regarding their use in everyday life
(e.g., Gnambs, 2019; Gnambs & Appel, 2019). One of the
most popular conceptual frameworks to speculate about
human responses to human-like robots is the uncanny val-
ley hypothesis (Mori, 1970). Its central proposition is that
increasing anthropomorphism (i.e., human likeness) in arti-
ficial characters does not necessarily go hand in hand with
increasing likeability but will result in negative responses
when the degree of human resemblance is very high, yet
not perfect. Over the past decade, the number of empirical
investigations of human-robot relationships and determi-
nants of robot acceptance has steadily increased, many of
which have dealt with potentially aversive reactions to

human-like machines. However, due to inconsistent empir-
ical evidence, the existence of the uncanny valley effect and
the conditions under which it is more or less pronounced
are a matter of debate (see Kätsyri et al., 2015; Wang
et al., 2015; Zhang et al., 2020). Given the great popularity
of the uncanny valley hypothesis, it is surprising that its
basic propositions still lack systematic empirical corrobora-
tion. We address this gap by conducting the first meta-ana-
lytic test of the curvilinear relationship between the human
likeness and the likeability of robots as proposed by Mori
(1970).

Human-Like Robots

From mythological figures such as the Golem to modern-
day science fiction, stories about artificial replications of
the human species were told throughout history. Starting
in the 18th century, there have also been attempts to physi-
cally create human-like machines. Around the first indus-
trial revolution, watchmakers and mechanical engineers
constructed life-sized automatons in the shape of adult
humans that appeared as if they could write, draw, or play
chess (see Voskuhl, 2013). When the term “robot” was first
ever used in the context of the 1920 theater play “Rossum’s
Universal Robots” (Čapek, 1920/2001), it was also

�2022 The Author(s). Distributed as a Hogrefe OpenMind article under the Zeitschrift für Psychologie (2022), 230(1), 33–46
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human-like automata that were shown on stage. Today, the
imitation of the human body and mind constitutes an objec-
tive that is being pursued in subdisciplines of robotics and
artificial intelligence. While the number of functional
human-like robots is still quite small to date, some robotics
labs specialize in developing human-like autonomous
machines that can serve entertainment purposes (Johnson
et al., 2016), answer questions to customers (Pandey &
Gelin, 2018), facilitate telepresence (Ogawa et al., 2011),
assist in healthcare (Yoshikawa et al., 2011), act as sex toys
(Döring et al., 2020), or are used for research into human
behavior and bodily functions (Hoffmann & Pfeifer, 2018).
Depending on how easily they can be distinguished from
real people, human-like robots are typically referred to
either as humanoids or androids. Humanoid robots are easily
recognized as robots by their overall mechanical look, even
though they usually possess a head, torso, arms, and some-
times legs. In contrast, android robots are intended tomimic
human appearance as realistically as possible, emphasized
for example, by silicone skin, clothing, wigs, or highly realis-
tic details such as eyelashes (see Ishiguro, 2016).

The Uncanny Valley Hypothesis

Many years before robotics could even draw near the devel-
opment of real android robots, Japanese roboticist Masahiro
Mori introduced the hypothetical model of the uncanny val-
ley (Mori, 1970). Initially intended more as a philosophical
contribution than a blueprint for empirical research, after
many years of little attention, the uncanny valley turned
into a much-discussed and much-studied concept in the
past two decades. The popular uncanny valley graph
(Figure 1), which was originally based only on Mori’s
personal experience and conjecture, proposes a nonlinear
relationship between the human likeness of an artificial
figure, for example, of a robot, and the valence it elicits
in observers. Mori suggested that within a spectrum of a
generally low to medium degree of visual anthropomor-
phism, increasing levels of human likeness are associated
with increasing acceptance and likeability. Observers
should therefore sympathize more strongly with a slightly
humanoid robot than, for example, with a swivel-arm robot
from the industry. However, after a first positive peak of the
curve along the human likeness continuum, this effect
should reverse as soon as a rather high level of nearly real-
istic human likeness is obtained. At this point, acceptance is
expected to drop, and the android should evoke a negative
and irritating feeling of uncanniness (eeriness, creepiness).
As an inherent property of animated entities, motion is
moreover assumed to moderate the uncanny valley effect,
with moving robots eliciting more pronounced reactions
than static objects (or static pictures of moving objects).
Therefore, a moving, highly human-like android robot

should be perceived as less likable than the corresponding
still artifact. Ultimately, on the right side of the uncanny
valley, the likeability curve is expected to go up again when
a robot’s design is so perfectly realistic that it becomes
indistinguishable from a real person. At the upper end of
the human likeness continuum, at which the real human
constitutes the endpoint, the valence of associated affect
and cognition should then reach a second positive peak
(Mori, 1970; Mori et al., 2012).

Different perceptual, cognitive, or evolutionary explana-
tions have been proposed to underly the uncanny valley
phenomenon, including assumptions related to categorical
uncertainty, difficulties in the configural processing of
human-like artifacts, threat avoidance, or the role of
android robots as salient reminders of human mortality
(see Diel & MacDorman, 2021; Wang et al., 2015, for an
overview of suggested mechanisms).

Research on the Uncanny Valley

Compared to other scientific fields, research on the
uncanny valley is characterized by a great diversity of
involved disciplines, ranging from robotics, computer
science, and virtual reality to animation, design, philosophy,
communication science, and psychology. It, therefore,
comes as no great surprise that the available studies exhibit
considerable methodological heterogeneity. While, for
example, a number of researchers investigated the uncanny
valley by presenting study participants with physical huma-
noid or android robots (e.g., Bartneck, Kanda, et al., 2009;
Mara & Appel, 2015) or with media representations of actu-
ally existent robots (e.g., Kim et al., 2020), other scholars
focused on computer-generated stimuli such as virtual
faces and avatars (e.g., Kätsyri et al., 2019; Stein & Ohler,
2017) or self-created image morphs (e.g., Lischetzke et al.,
2017). Independent of the visual appearance of robots, a
more recent branch of uncanny valley research also deals
with aversive reactions to purely behavioral human like-
ness, partly relying on textual descriptions of robots as stim-
uli (e.g., Appel et al., 2020). Different approaches also
prevail in the operationalization of central variables and
associated measurements. Single-item self-reports appear
to be a common means in research on user responses to
human-like robots. Regarding validated multi-item scales
for investigations of the uncanny valley, it is, in particular,
the Godspeed questionnaire by Bartneck, Kulić, and col-
leagues (2009) that can be regarded as a dominant instru-
ment for the assessment of robot anthropomorphism
(representing the x-axis in Figure 1) and robot likeability
(representing the y-axis in Figure 1) (see Weiss & Bartneck,
2015). Another multi-item measure, the uncanny valley
indices by Ho and MacDorman (2010, 2017), has been uti-
lized in few studies.

Zeitschrift für Psychologie (2022), 230(1), 33–46 �2022 The Author(s). Distributed as a Hogrefe OpenMind article under the
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Empirical support for the idea of the uncanny valley itself
has been inconsistent. While results from some studies pro-
vide evidence for Mori’s propositions (e.g., Mathur & Reich-
ling, 2016) or found partial support (e.g., Bartneck et al.,
2007), others failed to reveal a drop in acceptance for
highly anthropomorphic machines (e.g., Bartneck, Kanda,
et al., 2009) or even revealed an additional uncanny valley
along the human likeness continuum (Kim et al., 2020). A
literature review (Kätsyri et al., 2015) concluded that a bulk
of studies supported a linear increase in affinity for more
human-like robots, while evidence for nonlinear uncanny
valley effects was scarce. Similarly, the assumption that
robot motion should result in stronger uncanny valley
effects (see Figure 1) was rarely corroborated (Piwek
et al., 2014; Thompson et al., 2011). So far, a quantitative
summary of uncanny valley effects is sorely missing.

The Present Study

One factor that contributes to the heterogeneity of study
results on the uncanny valley might be the use of unstan-
dardized measurements of the core constructs that exhibit
unknown reliability and validity (see Wang et al., 2015).
Therefore, the present meta-analysis focuses on the

multi-item Godspeed questionnaire (Bartneck, Kulić,
et al., 2009) that constitutes a widely used instrument for
the assessment of both anthropomorphism and likeability
in human-robot interaction research. It can be used to
map values on both the x-axis and the y-axis of the uncanny
valley graph. In the interest of ecological validity, we fur-
thermore decided to only include studies in which partici-
pants were presented with actual robotic systems or
media representations of such. To examine the central
propositions of the uncanny valley effect as suggested by
Mori (1970) in Figure 1, we hypothesized that (a), overall,
with increasing human likeness attributed to a robot, it will
be rated more positively (i.e., higher likeability).1 Moreover,
(b) the association between human likeness and likeability
should show a nonlinear relationship, leading to (c) an
inverted U-shaped function and thus a sharp decline of like-
ability ratings for highly but not perfectly anthropomorphic
robots. Furthermore, (d) a second turning point at the end
of the inverted U-shape at the bottom of the valley was
expected to lead to more positive ratings for the most
human-like robotic agents that are (nearly) indistinguish-
able from humans. Finally, we assumed (e) robot motion
to have a moderating role because Mori (1970) speculated
that motion, as an inherent property of animated objects,
should amplify the uncanny valley effect.

1 Nonlinear prediction models such as the Uncanny Valley hypothesis might exhibit an average linear trend, which is then specified in detail by
nonlinear associations between the focal variables.

Figure 1. Uncanny Valley Hypothesis (after Mori, 1970).
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Method

Literature Search and Study Selection

In January 2021, we performed a literature search for stud-
ies in which at least one robot was evaluated with the help
of the Godspeed questionnaire by identifying articles in
Google Scholar, citing Bartneck, Kulić, and colleagues
(2009). Initial search results provided 1,330 potentially rel-
evant publications. After screening the titles, abstracts, and
method sections of these articles, 95 records were subjected
to detailed evaluations. To be included in the meta-analysis,
a study had to meet the following criteria. First, it had to
have administered the anthropomorphism and likeability
scales of the Godspeed questionnaire without substantial
changes to the item content. However, we considered short
forms of the scale if they included at least two items, and
we allowed for deviations in the number of response
options (from the original 5-point ratings). Second, the
respondents interacted with or viewed a real robot, a close
reproduction of a real robot, or viewed a photograph or
video of a robot. Virtual agents, avatars, morphed images,
fictional representations (e.g., drawings, caricatures), or
mere verbal descriptions of robots were not considered.
No restrictions were applied on the size or the form of
the robot to cover technical systems with a broad range
of human likeness. Third, the study must have reported
means, standard deviations, and sample sizes for both
scales or provided information to derive these statistics
(e.g., plots). Fourth, the study must have included healthy
samples without psychological disorders. Finally, we
acknowledged all studies published until December 2020.
No restrictions were set on the publication type. After
applying these criteria, 49 publications reporting on 93
independent samples were available (see the flow diagram
in the Electronic Supplementary Material, ESM 1).

Data Extraction

From each article, we coded the mean, standard deviation,
reliability (coefficient alpha), number of administered
items, and number of response options for the anthropo-
morphism and likeability scales. For 19 studies that did
not report numeric results, means and standard deviations
were approximated from plots (e.g., histograms with stan-
dard errors) using the R package metaDigitise version
1.0.1 (Pick et al., 2019). In case a study reported on multiple
robots, we coded each robot separately. In contrast, if dif-
ferent ratings were presented for the total sample and dif-
ferent subgroups (e.g., different experimental conditions),
we only coded the results for the total sample (i.e., with
the largest sample size). However, if the information was
available for different values of the examined moderators

(see below), then results for the different subgroups (i.e.,
whether the robot moved or talked) were coded separately.
Additionally, we recorded the name of the evaluated robot,
how it was presented (real, photo, video, virtual reality),
whether it moved, and whether it communicated (e.g.,
talked or made sounds). Descriptive information on the
sample included the sample size, the mean age of the
respondents, the share of females, the country of origin of
the participants, and the language of administration.
Finally, we noted the publication year and the publication
type (journal, proceedings, book chapter, thesis) of each
study. All studies were coded by the last author and, inde-
pendently, by three research assistants. Additionally, the
risk of bias for each study was evaluated by two research
assistants using eight items of the Risk of Bias Utilized for
Surveys Tool, a checklist to code quality criteria such as
the acceptability of exclusion rates or the sufficiency of
sample sizes for primary studies used in meta-analyses
(Nudelman & Otto, 2020).

For most coded variables, the interrater reliability (Krip-
pendorff’s alpha) indicated good agreement exceeding
αK � .85 (Mdn = .90). However, the codings of the sample
sizes (αK = .63) and whether the robot moved (αK = .31) or
communicated (αK = .66) were less consistent. The inter-
rater reliability of the risk of bias assessments was good
with αK = .91. Discrepancies were solved by the first author.
The characteristics of the samples, including the coded
statistics, are summarized in ESM 1.

Analysis Plan

Because the uncanny valley hypothesis refers to a nonlinear
association between anthropomorphism and likeability, the
means of the likeability scale were the focal statistics that
were pooled across studies. A random-effects meta-analysis
was conducted using the metafor software version 2.4-0
(Viechtbauer, 2010) with a restricted maximum likelihood
estimator. To account for sampling error, the means were
weighted by the inverse of their sampling variances.
Because some studies reported more than one evaluation
(e.g., obtained for different robots), we estimated a three-
level meta-analytic model that acknowledged dependencies
between samples using a random-effects structure (see
Cheung, 2019; Van den Noortgate et al., 2013). The
uncanny valley effect was examined using polynomial
meta-regression analyses that predicted likeability ratings
from anthropomorphism scores. To model the hypothe-
sized inflection points (see Figure 1) the regression also
included higher-order polynomials of the anthropomor-
phism scores. In sensitivity analyses, we included several
additional covariates (e.g., share of female respondents, risk
of bias) and repeated the polynomial regression to deter-
mine the robustness of the observed effects. Moreover,
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we also repeated these analyses, excluding outliers (Viecht-
bauer & Cheung, 2010) and using robust meta-regression
analyses (Hedges et al., 2010) to highlight the generalizabil-
ity of results against different methodological choices (see
Voracek et al., 2019). The homogeneity of the pooled scores
was tested using the w2-distributed Q-statistic and quanti-
fied using I2 that indicates the percentage of the total vari-
ance in observed scores due to random variance.
Moderators were evaluated using the w2-distributed omni-
bus test statistic Qm. The precision of the predicted nonlin-
ear association between anthropomorphism and likeability
was determined using a 95% confidence interval. All anal-
yses were conducted in R version 4.03 (R Core Team,
2020).

Open Practices

The checklist for the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (Page et al., 2021) is provided in
ESM 1. To foster transparency and reproducibility, we also
provide the coding manual, extracted data, computer code,
and analysis results at https://osf.io/t9rdk. The meta-ana-
lysis was not preregistered.

Results

Description of Meta-Analytic Database

The meta-analytic database included 49 studies that
reported on 93 independent samples and included 131 eval-
uations of robots. Each sample contributed between 1 and 9
(Mdn = 1) evaluations of a robot using the Godspeed scales,
predominantly in their original form, including five items
and 5-point response scales. Both scales exhibited good reli-
abilities with median coefficient alphas of .86 for anthropo-
morphism and .89 for likeability. Results of respective
reliability generalizations are summarized in ESM 1. Key
characteristics of the included samples are also given in
Table 1. The sample sizes ranged from 6 to 121 and
included a median of 21 respondents. Most samples were
from Germany (44%) and the United Kingdom (11%).
The median proportion of female participants was 50%.
Although the mean age of the samples spanned a broad
range from 9 to 68 years, most samples were rather young
(Mdn = 25 years) and dominated by students or university
personnel (79%). Few studies included more diverse groups
such as individuals with lower education (Trovato et al.,
2015b), children (Meghdari et al., 2018; Shariati et al.,
2018), or senior citizens (Rosenthal-von der Pütten et al.,
2017). About 55% of studies were published in conference
proceedings, while journal articles (33%) were less preva-
lent. The risk of bias assessments had a median of 3 (on

a scale from 0 to 8) and, thus, indicated that many studies
exhibited several designs or reporting weaknesses that
might have limited the validity of the reported study results
to some degree.

Evaluations of Robots

The studied robots came in different forms and sizes, rep-
resenting a broad range of different models. Most available
ratings pertained to the NAO robot by SoftBank Robotics
(33%), the iCub robot by the Italian Institute of Technology
(8%), and the Pepper robot by SoftBank Robotics (7%). In
addition, various custom-built robots were examined, such
as the bartender robot JAMES (Foster et al., 2012; Giuliani
et al., 2013), the neuro-inspired companion robot NICO
(Kerzel et al., 2020), the blessing robot BlessU2 (Löffler
et al., 2019), a Sunflower housing robot (Syrdal et al.,
2013), or the industrial robot ARMAR-6 (Busch et al.,
2019). The distributions of the average anthropomorphism
and likeability scores for these robots in Figure 2 highlight
two intriguing results. First, the observed anthropomor-
phism scores ranged between 1.20 and 4.14, and most rat-
ings fell in the lower middle range of possible scores (Mdn =
2.61). Thus, human likeness scores in the upper range were
scarce. Second, the observed likeability scores ranged
between 2.63 and 4.98 (Mdn = 3.92). This implies that most
robots were rated moderately to very favorably, whereas
only a few likeability ratings were in the low range.

However, there were notable differences in these evalu-
ations between different robot models. Therefore, we
pooled the anthropomorphism and likeability scores for
selected robot models and summarized the meta-analytic
estimates in Figure 3. Detailed meta-analytic results, based
on calculations in which we used the robot model as a pre-
dictor in a meta-regression, are reported in ESM 1. For
example, the bartender robot JAMES was rated significantly
(p < .05) less human-like as compared to the average rating
across all robots. In contrast, the iCub robot and Pepper
received significantly higher anthropomorphism scores
(see Table E2 in ESM 1). A rather similar picture emerged
for the pooled likeability ratings. While the bartender robot
JAMES was evaluated significantly less likable as compared
to the average evaluation, the NAO robot was evaluated
significantly more likable. Interestingly, the robot model
explained about 20% in anthropomorphism scores, while
it only accounted for about 4% in likeability ratings.

Tests of the Uncanny Valley Hypothesis

The association between the two Godspeed scales was
examined using meta-regression analyses that predicted
the likeability scores from the anthropomorphism ratings.
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The nonlinear relationship suggested by the uncanny valley
hypothesis (see Figure 1) could be modeled using higher-
order polynomials of degree 3. To empirically determine
the optimal number of higher-order terms, different meta-
regression models were estimated and compared using
the Bayesian information criterion (Schwarz, 1978). This
suggested the inclusion of a linear term, a quadratic term,
and a cubic term (see ESM 1). The respective meta-regres-
sion revealed a significant (p < .05) effect for anthropomor-
phism (Qm = 89.46, df = 3, p < .001) that explained about
5% in the variance of likeability ratings between samples

(see Table 2). These results were rather robust (Qm =
98.43, df = 3, p < .001) and replicated after controlling
for sample characteristics (i.e., mean age, share of women,
publication year, country), robot characteristics (i.e., move-
ment, communication), and methodological characteristics
(i.e., presentation mode, risk of study bias). To study the
effect in more detail, the likeability ratings predicted from
this meta-regression model (including a 95% confidence
interval) were plotted in Figure 4. Consistent with the
assumption (a), these results confirmed more positive eval-
uations for more human-like robots overall. In accordance

Table 1. Descriptive statistics for samples included in the meta-analytic database

Variable Mdn/% Min Max Valid Missing

Sample size 21 6 121 93 0%

Number of evaluations per sample 1 1 9 93 0%

Country of origin 80 14%

Germany 44%

Italy 5%

Japan 5%

The Netherlands 6%

United Kingdom 11%

Other 29%

Publication year 2018 2011 2020 93 0%

Percentage females 50 0 81 89 4%

Mean age 25 9 68 80 14%

Sample type 65 30%

Students/university personnel 79%

General public 9%

Children 3%

Other 9%

Publication type 93 0%

Journal article 33%

Proceedings 55%

Book chapter 3%

Thesis 6%

Other 2%

Response scales 52 44%

5-point 89%

6-point 4%

7-point 8%

Number of items for anthropomorphism 40 57%

2 items 3%

3 items 5%

5 items 93%

Number of items for likeability 39 58%

4 items 3%

5 items 90%

6 itemsa 8%

Note. Valid = Number of samples that reported the respective information. Missing = Percentage of samples failing to report the respective information.
aWe suspect the studies by the research group claiming to have administered a sixth item (Foster et al., 2012; Giuliani et al., 2013) to be a reporting error
because Bartneck, Kulić, and colleagues (2009) did not present a sixth item.
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with the assumption (b), we also found evidence for a non-
linear effect. Although the effect approximated a sigmoid
shape with a plateau in the region of the greatest anthropo-
morphism scores contained in the sample, we were unable
to corroborate the hypothesized decline of likeability for
highly realistic android robots as stated in assumption (c).
Consequently, we were also unable to identify the rise of
likeability at even higher scores of human likeness as
expected in assumption (d). Again, these results were rather
stable and replicated after controlling for various covariates
(see Figure 4 and Table 2). The pooled association between
anthropomorphism and likeability was also rather invariant
toward various methodological choices and replicated after
excluding outliers, children, or older samples and adopting
robust meta-analytic models (see ESM 1).

Movement and Other Moderating Effects

In line with Mori’s hypothesis (Mori et al., 2012), static
robots were evaluated significantly less human-like as com-
pared to moving robots (B = �0.35, 95% CI [�0.56,
�0.14]). In contrast, the movement had no impact on
likeability ratings (see Table E2 in ESM 1). Unexpectedly,
communication had an opposite effect: For anthropomor-
phism, it was immaterial whether a robot was mute or com-
municated with the participants (B = 0.23, 95% CI [�0.07,
0.54]), whereas communicative robots were evaluated sig-
nificantly (p < .05) more likable as compared to mute robots
(B = �0.27, 95% CI [�0.47, �0.06]). To examine whether
these effects also extended to the nonlinear association
between anthropomorphism and likeability, we extended
the previous meta-regression analyses and included respec-
tive interactions for the linear, quadratic, and cubic terms.
However, inconsistent with the assumption (e), these inter-
actions were not significant (see Table 2), thus, indicating
that movement and communication did not moderate the
predicted effects given in Figure 4. However, our database
included only 19 results with static robots, while most of the
robots exhibited some form of movement.

Discussion

Masahiro Mori’s (1970) hypothetical graph on the uncanny
valley has developed into a dominant influence on recent
research into user perceptions of human-like robots.
Complementing and extending insights gained from narra-
tive reviews on the uncanny valley hypothesis (Kätsyri et al.,
2015; Wang et al., 2015; Zhang et al., 2020), we presented

Figure 2. Average score distributions of the Godspeed anthropomor-
phism and likeability scales.

Figure 3. Forest plots for average anthropomorphism and likeability scores by robot model. k1 = Number of samples, k2 = number of ratings, N =
total sample size. aFoster et al. (2012), Giuliani et al. (2013), Keizer et al. (2014); bGhiglino et al. (2020), Lehmann et al. (2016), Mazzola et al. (2020),
Willemse & Wykowska (2019); cHoegen (2013), Lohse et al. (2013); dBarlas (2019), Cuijpers et al. (2011), Ham et al. (2015), van der Hout (2017),
Lehmann et al. (2020), Mirnig, Stollnberger, Giuliani, et al. (2017), Mirnig, Stollnberger, Miksch et al. (2017), Rosenberg-Kima et al. (2020),
Rosenthal-von der Pütten et al. (2017, 2018), Schneider (2019), Zanatto, Patacchiola, Goslin, & Cangelosi (2019), Zanatto, Patacchiola, Goslin,
Thill, & Cangelosi (2020); eChuramani et al. (2017), Kerzel et al. (2020); fIwashita & Katagami (2020), Rhim et al. (2019), Straßmann et al. (2020).
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the first quantitative, meta-analytical review of the main
assumptions underlying the uncanny valley effect. We
focused on the characteristic relationship between user
assessments of human likeness (the x-axis) and likeability
(the y-axis) that was proposed by Mori (1970, Figure 1),
based on the Godspeed scales (Bartneck, Kulić, et al.,
2009), a standard measure in the field (see Weiss &
Bartneck, 2015). To this end, state-of-the-art meta-analytic
methods that acknowledged dependencies between samples
using a random-effects structure (see Cheung, 2019; Van
den Noortgate et al., 2013) were used to study the nonlinear
hypothesis with polynomial meta-regression analyses. From
our quantitative assessment of the 93 independent samples
that comprised our meta-analytic database, a main insight
is the limited range of anthropomorphism and likeability
scores in the examined primary studies (Figure 2). In the
large majority of studies, the focal robot was experienced
as being not quite human-like with means ranging below
the scale’s midpoint. Means above 3.5 on a 5-point scale
were almost entirely missing. Likewise, and even more

pronounced, the focal robots were experienced as highly lik-
able on average in the primary studies. The large majority of
studies reported mean likeability scores above the midpoint
of the scale. The limited range of the primary study scores is
highly relevant for our main meta-analytic aim, gathering
quantitative evidence for or against the uncanny valley
hypothesis. According to Mori (1970) and contemporary
interpretations of his ideas (e.g., Diel & MacDorman, 2021;
Wang et al., 2015), the characteristic drop in likeability is
experienced at the higher end of the human likeness contin-
uum. Based on the studies underlying ourmeta-analysis, this
higher end of the human likeness continuum is unchartered
territory.

We deduced several functional properties from the curvi-
linear explication of the uncanny valley hypothesis. Despite
the identified limitations in scale range, likeability scores
supported the first assumption (a) derived from Mori’s
uncanny valley hypothesis in that increasing human like-
ness was found to be associated with increased positive
user responses within the spectrum of low to medium

Table 2. Polynomial meta-regression tests for the Uncanny Valley Hypothesis

Model 1 Model 2 Model 3 Model 4

Intercept 8.94*** (2.10) 8.72*** (2.18) 8.66* (3.53) 6.95*** (2.07)

Anthropomorphism

1. Linear term �6.19** (2.32) �5.57** (2.41) �5.93+ (3.75) �3.53 (2.31)

2. Quadratic term 2.28** (0.85) 2.03* (0.88) 2.20 (1.30) 1.23 (0.84)

3. Cubic term �0.25* (0.10) �0.22* (0.11) �0.24 (0.15) �0.12 (0.10)

Control variables

4. Average agea 0.00 (0.00)

5. Share of womenb 0.58* (0.26)

Countryc

6. United Kingdom �0.17 (0.16)

7. Other country �0.23* (0.09)

8. Publication yeard 0.00 (0.02)

9. Movemente �0.14+ (0.07) 7.23 (5.37)

10. Communicatione �0.17* (0.08) 5.89 (8.80)

11. Interaction with real robote 0.02 (0.09)

12. Statistics reportede �0.16 (0.11)

13. Risk of study biasf �0.06 (0.04)

Moderating effects

14. 1. � 8. �10.60 (6.75)

15. 2. � 8. 4.87+ (2.84)

16. 3. � 8. �0.72+ (0.40)

17. 1. � 9. �7.98 (9.67)

18. 2. � 9. 3.16 (3.50)

19. 3. � 9. �0.39 (0.42)

Random effects (τs/τe) 0.39/0.08 0.35/0.04 0.40/0.04 0.37/0.04

I2 96% 95% 96% 95%

R2 5% 23%*** 3%*** 17%***

Note. Dependent variable are likeability ratings. Presented are meta-regression coefficients with standard errors in parentheses. τs/τe = Standard deviations
of random effects for samples and evaluations; R2 = Explained random variance. aCentered at 25 years, bCentered at .50, cDummy coded with Germany as
reference category, dCentered at year 2020, e0 = yes, 1 = no, fCentered at 4. ***p < .001; ** p < .01; * p < .05; +p < .10.
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anthropomorphism. Important against the backdrop of the
uncanny valley literature and in line with the assumption
(b), our results also suggest a nonlinear effect, leading to
a flattening of the likeability curve at about 75% of the
anthropomorphism scale range (x-axis). However, because
hardly any robots had been rated as highly human-like in
the available primary studies, neither assumption (c) that
such robots would lead to a pronounced drop in acceptance
nor assumption (d) that near-to-perfect copies of humans at
the end of the continuum would lead to an ultimate grow in
acceptance could be evaluated. Mori’s core proposition
about the adverse effects of android robots can therefore
neither be rejected nor confirmed at this stage.

We further examined several potential moderating vari-
ables. A comparison between static and moving robots
was of particular relevance to the original uncanny valley
hypothesis. Static robots were evaluated as less human-like
than moving robots, but the movement had no impact on
likeability ratings. Importantly, the linear, quadratic, and
cubic associations between human likeness and likeability
did not differ significantly between statically presented
robots and such that were moving. Assumption (e), based
on Mori’s description of a potentially intensifying role of
robotic motion, therefore must be rejected in view of the
current data.

Limitations and Implications

As outlined above, our quantitative test of the uncanny val-
ley hypothesis is preliminary, as primary studies that cap-
tured high degrees of human likeness were missing. The
low human likeness scores observed could be a function
of several factors. First, the robotic platforms examined in

the primary studies do not stipulate high human likeness
(e.g., NAO and similar designs, see ESM 1). Second, partic-
ipants naïve to robotics may use expectations derived from
science-fiction as a point of comparison (Appel et al., 2016;
Mara & Appel, 2015). Due to the fact that the state of
today’s technological advancement rarely matches sci-fi
worlds, robots examined in human-robot interaction
research have to fall short compared to fictional robots.
The original movie Blade Runner (Scott, 1982), for exam-
ple, showed a world in the year 2019 in which humans
and human-like robotic replicants mingled. Participants
with high technological knowledge or even a study empha-
sis in computer science, in turn, may be aware of technolog-
ical glitches or wizard-of-oz simulated interactions.

We deliberately restricted our study pool to primary stud-
ies that reported data on the Godspeed Scales (Bartneck,
Kulić, et al., 2009) to achieve high comparability and to
prevent an influx of data with low reliability or validity,
which has been described as a substantial problem in the
field (Wang et al., 2015). The Godspeed Scales are in partic-
ular widespread use, constituting one of the standard mea-
sures in the field. Despite their popularity, it should not be
dismissed that the Godspeed Scales themselves have also
faced some criticism in the past (Carpinella et al., 2017;
Ho & MacDorman, 2010). For example, an exploratory fac-
tor analysis conducted by Carpinella and colleagues (2017)
indicated low eigenvalues and low reliabilities for some of
the five Godspeed components. However, this was mainly
true for the animacy and safety scales, but not for anthropo-
morphism and likeability. Consistent with this and in sup-
port of our decision to use the Godspeed Sales, our
database showed high reliabilities for both the anthropo-
morphism scale and the likeability scale. That said, future
meta-analyses could apply more liberal inclusion criteria.
Promising alternative measures include the scales by Ho
and MacDorman (2010, 2017), which were developed
specifically for research on the uncanny valley hypothesis,
or the Robotic Social Attributes Scale (Carpinella et al.,
2017), which assesses warmth and competence as compo-
nents of social perception and discomfort as a potential
measure for the uncanny experience.

We further restricted our meta-analysis to genuine imple-
mentations of robotic systems. Studies that relied on verbal
descriptions, drawings of robots, or morphed pictures (e.g.,
Lischetzke et al., 2017; MacDorman & Ishiguro, 2006)
were excluded. Whereas these stimuli could arguably
increase human likeness (e.g., morphs between robots
and humans, Lischetzke et al., 2017), such stimuli have
been criticized for lacking external validity, for example,
morphs may show ghosting artifacts by the computer
graphics software (Kätsyri et al., 2019).

Several measures were taken to secure a standard of suf-
ficient data quality in the primary study pool and, therefore,

Figure 4. Predicted likeability ratings with 95% confidence intervals.
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our meta-analysis as a summary of the quantitative results.
This includes the restriction to the experience of genuine
technical implementations and the Godspeed Scales as
operationalizations of the key variables. We further imple-
mented a risk of study bias assessment (Nudelman & Otto,
2020) and controlled our meta-analytic results for the
respective scores. These scores revealed remarkable weak-
nesses regarding design or reporting. We need to acknowl-
edge these shortcomings of the primary study data, and we
emphasize two implications for human-robot interaction
research:

First, our review of studies revealed that a substantial
number of publications failed to report basic information
on the sample and descriptive results. Authors of quantita-
tive results sections should make sure to report (subgroup-)
sample sizes and results on variance (e.g., the standard
deviation) along with mean values (or any other measure
of central tendency). Zero-order correlations and raw
descriptive statistics are particularly helpful for (meta-ana-
lytic) summaries and comparisons within a field of
research. Second, sample sizes were remarkably small,
Mdn(N) = 21, from a general psychological perspective.
They arguably reflect the studied topic in human-robot
interaction research for which the technological require-
ments complicate or impede larger sample sizes. Neverthe-
less, minimal sample size recommendations should be
adhered to (Simmons et al., 2011). Note that 20 participants
per cell, for example, is insufficient to “detect in a represen-
tative sample that men are heavier than women” (Simmons
et al., 2018, p. 256). The problem of low sample size is even
more serious for complex between-subjects designs (e.g., a
focal moderation effect based on a 2 � 2 experimental
design). The authors of several other recent meta-analyses
and reviews in the field of human-robot interaction also
identified similar problems in data reporting and statistical
power of primary studies and made similar recommenda-
tions to the interdisciplinary research community (Leicht-
mann & Nitsch, 2020; Oliveira et al., 2021; Stower et al.,
2021). We are therefore optimistic that future empirical
work will benefit from the lessons learned and, through lar-
ger sample sizes and greater transparency, will make
important contributions to our understanding of user
responses to robots.

Conclusion

The uncanny valley hypothesis is a major perspective to
explaining and predicting negative responses to humanoid
and android robots. The available research covers user
experiences of low to moderate human likeness, whereas
robots with high human likeness are largely unchartered
territory. Within these low to moderate levels of human
likeness, our findings follow the assumptions derived from

the uncanny valley hypothesis insofar as likeability ratings
initially increase but then level off to a plateau as a result
of a nonlinear function. Movement appears to be no factor
that intensifies the characteristic nonlinear association
between human likeness and likeability.

Electronic Supplementary Material

The electronic supplementary material is available with
the online version of the article at https://doi.org/
10.1027/2151-2604/a000486
ESM 1. Coded variables and data, diagrams, Meta-
Analyses of Godspeed Scale Scores by Robot, and further
analyses. Table E2: Meta-Analyses of Godspeed Scale
Scores by Robot Model.
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Original Article

Block-Wise Model Fit for
Structural Equation Models With
Experience Sampling Data
Julia Norget and Axel Mayer

Faculty of Psychology and Sport Science, Bielefeld University, Germany

Abstract: Common model fit indices behave poorly in structural equation models for experience sampling data which typically contain many
manifest variables. In this article, we propose a block-wise fit assessment for large models as an alternative. The entire model is estimated
jointly, and block-wise versions of common fit indices are then determined from smaller blocks of the variance-covariance matrix using
simulated degrees of freedom. In a first simulation study, we show that block-wise fit indices, contrary to global fit indices, correctly identify
correctly specified latent state-trait models with 49 occasions and N = 200. In a second simulation, we find that block-wise fit indices cannot
identify misspecification purely between days but correctly rejects other misspecified models. In some cases, the block-wise fit is superior in
judging the strength of the misspecification. Lastly, we discuss the practical use of block-wise fit evaluation and its limitations.

Keywords: structural equation modeling, fit indices, latent state-trait theory, experience sampling

In psychological research, we often measure people’s affect,
behavior or cognition in different situations. Changes in
measures from one occasion to another may reflect a
change of the attribute in question, the different situations
in which it was assessed, or be due to measurement error.
With several measurement occasions, latent state-trait
theory and its revised version (LST-R theory; Steyer et al.,
1999, 2015) allows researchers to distinguish between
occasion-specific (state residual) and stable (trait) influ-
ences on the observed attribute. State residuals reflect the
influence of a specific situation and the person-situation
interaction on the observed variable. A trait is an attribute
of the person at the time of measurement (Steyer et al.,
2015).

When we research states that fluctuate over short peri-
ods, experience sampling (ES) studies can be useful. In
ES studies, participants respond about their behavior or
thoughts several times a day during one or more weeks
(Mehl et al., 2011), leading to large datasets. LST-R theory
can also be applied to ES datasets. Eid et al. (2012) give an
overview of models for ES data. These models include
autoregressive effects to account for short time lags and
can be defined in the LST-R framework (Eid et al., 2017).

There are multiple other approaches to assessing the
(in)stability of constructs with structural equation models,
for example, the single indicator STARTS model (Kenny
& Zautra, 1995, 2001), the integrated state-trait model
(Hamaker et al., 2007), the random intercept cross-lagged

panel model (RI-CLPM; Hamaker et al., 2015), or multilevel
approaches such as dynamic structural equation models
(DSEM; e.g., Asparouhov et al., 2018; Zhang et al., 2008).

LST-R Theory

In this article, we focus on LST-R models for ES data.
LST-R theory is an extension of classical test theory
(CTT) for longitudinal data. While CTT can differentiate
between person (“trait”) effects and measurement error,
LST-R theory also considers the influences of the situation
and person-situation interaction. A revised version (LST-R
theory; Steyer et al., 2015) recognizes that a person changes
with experience and thus that traits can change over time.

Each observed variable (indicator) is denoted as Yit,
where i (i = 1, 2, 3,. . .) stands for the indicator and t (t =
1, 2, 3,. . .) for the time point. Each indicator can be decom-
posed into a latent state variable (τit) and measurement
error. The latent state variables are defined as the expected
value of Yit given the person-at-time-t and the situation-at-
time-t. The measurement error variable (ϵit) is the differ-
ence between Yit and τit. The latent state variable is further
decomposed into the latent trait variable (ξit) and the state
residual variable (ζit). The latent trait variable is defined as
the expected value of Yit given the person-at-time-t. The
state residual variable is the difference between the latent

�2022 The Author(s) Distributed as a Hogrefe OpenMind article
under the license CC BY-NC-ND 4.0 (https://creativecommons.org/licenses/by-nc-nd/4.0)
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state and the latent trait variables. Overall, we obtain the
following equation:

Yit ¼ ξit þ ζit þ ϵit: ð1Þ
The latent trait variable represents the person-at-time-
t-specific influence on the measurement. Since the person
can change with experience, we could also call the trait
variable an occasion-specific disposition. The state residual
variable represents the influences of the situation and
person-situation interaction.

Based on this decomposition, LST-R theory defines
three important coefficients for each indicator. Consistency
is the proportion of variance due to the trait variable:
Con(Yit) = Var(ξit)/Var(Yit). Occasion-specificity is the
proportion of variance due to the state residual variable:
Spe(Yit) = Var(ζit)/Var(Yit). Reliability is the sum of both, or in
other words, it is the proportion of variance not due to unsys-
tematic measurement error: Rel(Yit) = 1 � Var(ϵit)/Var(Yit).

With these definitions alone, it is not yet possible to esti-
mate an LST-R model. Additional assumptions about the
equivalence of latent state and trait variables need to be
made to obtain an identified model. For a model with a sin-
gle trait variable, the most restrictive equivalence assump-
tions (state- and trait-equivalence), assume that the state
and trait variables are measured on the same scale with
the same intercept, meaning that the intercept is zero and
factor loadings are fixed to one. The model equation with
these assumptions is Yit = θ + ζt + ϵit. There is one single trait
variable θ for all occasions and several occasion-specific
state residual variables ζt, as can be seen in the path model
in Figure 1A. For a detailed overview of the definitions and
additional assumptions in LST-R theory, see Steyer and col-
leagues (2015).

Models With Autoregressive Effects

In ES studies, time intervals between measurements are
very short. Measures taken close together in time are more
similar than measures taken further apart, and autoregres-
sive effects are common in ES data (Bolger & Laurenceau,
2013). Eid and colleagues (2012) therefore propose differ-
ent LST models with autoregression, which can be defined
in the framework of LST-R theory (Eid et al., 2017). Autore-
gressive paths are added at the level of occasion-specific
residual variables. The latent state variable is decomposed
into the latent trait variable and an occasion factor (OCCij).
Autoregressive paths are added between these occasion
factors. The OCCij variables have a residual, which is the
state residual variable ζij. This means that the occasion fac-
tors are the current state residual plus a linear combination
of all previous state residuals. The first occasion factor is
identical to the first state residual. A model with autoregres-
sion is depicted in Figure 1B. It is also possible to add

autoregressive paths between the latent states, but for most
short-term longitudinal studies, autoregression between
occasion-specific residual variables seems more suitable
(Stadtbäumer et al., 2021).

Indicator- and Day-Specific Traits

While the models described above included a single trait,
the constructs explored in ES research are often more
dynamic and a single trait across the entire measurement
period is not always realistic. Eid and colleagues (2012)
describe models with indicator- and day-specific traits. If
the indicators in the model are not homogeneous (e.g., pos-
itive and negative valence) indicator-specific traits can cap-
ture the specific components which are not shared. Given
that the indicators are supposed to measure the same con-
struct, indicator-specific traits should correlate highly. Indi-
cator-specific LST-R models can also include indicator-
specific equivalence assumptions, meaning that we assume
state- and trait-equivalence separately for the manifest vari-
ables of each indicator. When the construct in question is
stable within days but less stable across the entire measure-
ment period, it is also possible to include day-specific traits.
The day-specific trait variables can capture within-day sta-
bility, while the correlation between traits gives an indica-
tion of between-day stability. Day-specific models can
also have day-specific state- and trait-equivalence assump-
tions, meaning that equivalence is assumed within each
day. Day-specific and indicator-specific traits can also be
combined. Some path models of indicator-specific and
day-specific models can be found in the Electronic Supple-
mentary Material 1 (ESM 1, Figure E1), which illustrates the
design of the simulation study.

Model Fit Evaluation

In LST-R models for ES data, it is difficult to estimate
model fit. Fit indices are less reliable for models with many
manifest variables: they show inflated w2-values with rejec-
tion rates of up to 100% for correctly specified models
(Moshagen, 2012). This so-called model size effect is largely
influenced by the number of manifest variables (p) and the
sample size (N) (Shi et al., 2019). The number of free
parameters (q) has a smaller influence. Moshagen (2012)
found no influence of q on inflated Type I error rates, but
Shi and colleagues (2019) found such an effect. However,
with a large number of manifest variables (p � 60)
Type I error rates are dramatically inflated, independent
of q and even with very large sample sizes (N = 2,000)
(Shi et al., 2019). The model size effect disappears asymp-
totically (i.e., when N approaches infinity).

Zeitschrift für Psychologie (2022), 230(1), 47–59 � 2022 The Author(s) Distributed as a Hogrefe OpenMind article
under the license CC BY-NC-ND 4.0 (https://creativecommons.org/licenses/by-nc-nd/4.0)

48 J. Norget & A. Mayer, Block-Wise Model Fit

 h
ttp

s:
//e

co
nt

en
t.h

og
re

fe
.c

om
${

co
nt

en
tR

eq
.r

eq
ue

st
U

ri
} 

- 
W

ed
ne

sd
ay

, M
ay

 0
1,

 2
02

4 
2:

23
:0

7 
A

M
 -

 I
P 

A
dd

re
ss

:3
.1

45
.1

63
.5

8 



There are different w2-corrections to counteract the
model size effect, such as the ones by Bartlett (1950), Swain
(1975), and Yuan and colleagues (2015). A comparison by
Shi and colleagues (2018) showed that the correction by
Yuan et al. (2015) performs best and results in acceptable
Type I error rates, except with very large p (� 90) and small
N (= 200). Yuan and colleagues (2015) multiply the empir-
ical maximum likelihood w2 test statistic with the correction
factor e = [N � (2.381 + 0.361p + 0.006q)]/(N � 1).

Common fit indices such as Comparative Fit Index (CFI),
Tucker-Lewis Index (TLI), and Root Mean Square Error of
Approximation (RMSEA) are based on the w2-value and are
also biased in larger models (Kenny & McCoach, 2003; Shi
et al., 2019). In the case of misspecified dimensionality, CFI
and TLI worsen with more manifest variables but improve
when the data-generating model includes residual correla-
tions which are omitted in the analysis. RMSEA values
decrease with more manifest variables (Kenny & McCoach,
2003; Savalei, 2012; Shi et al., 2019). Guidelines for inter-
preting these values are based on studies with smaller mod-
els (e.g., 15manifest variables in the study by Hu & Bentler,
1999). For models with ES data, relying on these fit indices
may lead to the incorrect rejection of acceptable models.

Local Fit Evaluation

The bias of fit indices is associated with model size, so a
more local evaluation of smaller model elements seems
intuitive. Maydeu-Olivares and Shi (2017) suggest that the
local source of misspecification can be visually detected
through areas (for misspecified trait dimensionality) or rows
(for misspecified secondary loadings) of high residual corre-
lations. However, with two items measured at only 14 time
points, a residual correlation matrix has 784 entries, making

it difficult to detect meaningful patterns. The number of
large residual correlations also increases with matrix size.
If there are no obvious patterns, this approach may not tell
us if model rejection is due to model size or legitimate
model misfit and may not be helpful for judging the fit of
ES models.

Another approach to local fit evaluation is testing individ-
ual implications of the proposed model. Thoemmes and
colleagues (2018) suggest conditional independence test
for implications of the model structure and tetrad tests if
latent variables are involved. The number of conditional
independence constraints equals the degrees of freedom
(df), and the number of tetrad constraints is large even with
few latent variables. For models with ES data, there will be
thousands of tests, making it difficult to derive what they
imply for the model structure.

Recently, Rosseel and Loh (2021) presented the Struc-
tural After Measurement (SAM) framework, where param-
eters of the measurement part are estimated first, followed
by the parameters of the structural part. The measurement
part can be estimated as (1) a single measurement block
containing all latent variables, (2) separate measurement
blocks for each latent variable, or (3) several measurement
blocks which can contain more than one latent variable.
There may not be equality constraints, cross-loadings, or
correlated residuals between indicators in different blocks.
Fit indices are derived for each measurement block and
the structural part. A special case of SAM is step-wise factor
score regression, where the measurement models of each
latent variable are estimated independently, and their rela-
tionships are modeled with factor scores (Devlieger, 2019).
For ES LST-R models, measurement models with two or
three indicators are too small for factor score regression
or option 2 of the SAM framework, and option 3 does not
work for models with a single trait, indicator-specific traits,

(A) (B) Figure 1. Path models of two LST-R
single-trait models. (A) LST-R model
with state residuals on the left side and
a single trait on the right side. (B) LST-R
model with autoregression.

�2022 The Author(s) Distributed as a Hogrefe OpenMind article
under the license CC BY-NC-ND 4.0 (https://creativecommons.org/licenses/by-nc-nd/4.0)

Zeitschrift für Psychologie (2022), 230(1), 47–59

J. Norget & A. Mayer, Block-Wise Model Fit 49

 h
ttp

s:
//e

co
nt

en
t.h

og
re

fe
.c

om
${

co
nt

en
tR

eq
.r

eq
ue

st
U

ri
} 

- 
W

ed
ne

sd
ay

, M
ay

 0
1,

 2
02

4 
2:

23
:0

7 
A

M
 -

 I
P 

A
dd

re
ss

:3
.1

45
.1

63
.5

8 



measurement invariance over time or other equivalence
assumptions. The first option, however, is not recom-
mended and offers little benefit over SEM.

While local fit assessment has typically been recom-
mended as a follow-up analysis, Rosseel and Loh (2021)
show that it can also be useful as an alternative to global
fit evaluation. Unfortunately, for the evaluation of most
ES LST-R models, the SAM framework provides little added
benefit. In this article, we will thus show that a new
approach to local fit assessment can be a viable alternative
to global evaluation for ES LST-R models.

We propose an approach where the full variance-covar-
iance matrix is first estimated for the global model based
on all postulated relationships. Then, local versions of fit
indices are determined for each day (or other blocks) based
on the global variance-covariance matrix using simulated
block-wise df. This approach can take all kinds of relation-
ships across measurement models and days into account
and provides familiar fit indices. We will first show how
local block-wise fit indices can be estimated. We then show
in two simulation studies under which conditions they pro-
vide a more reliable fit assessment than global fit measures
and discuss the implication of our results for the evaluation
of large SEMs.

Block-Wise Model Fit Indices

In the past decades, a variety of fit indices have been devel-
oped to examine how well a theoretical model is supported
by empirical data. Some of the most common indices are
the w2, CFI, TLI, and RMSEA. In this section, we explain
how these indices can be computed for blocks (e.g., days)
of LST-R models for ES data in three steps: (1) estimating
the overall model, (2) extracting blocks from Σ̂ and S, and
(3) calculating fit indices from these blocks.

First, the model including all latent constructs and postu-
lated relationships is specified and estimated with maxi-
mum likelihood, yielding a model implied variance-
covariance matrix Σ̂. In the second step, a number of sub-
stantively meaningful blocks is chosen, such as the days
in an ES study. All manifest variables are uniquely associ-
ated with one block, and all blocks contain the same num-
ber of manifest variables pk ¼ p

K, where p is the total
number of manifest variables and K is the number of
blocks. We use the subscript k for all block-specific param-
eters, with k = 1,. . ., K. Then, the (co)variances of the man-
ifest variables of each block are extracted from Σ̂ and S.
This results in K pk � pk model-implied (Σ̂k) and observed
(Sk) (co)variance matrices (i.e., Σ̂1 for block 1, etc.). The
block-wise matrices Σ̂k and Sk must be invertible so that
block-wise χ2k-values can be determined. In step three,

model fit indices are determined for each block based on
Σ̂k and Sk with the regular formulas adapted for block-wise
use.

This block-wise approach can be applied to large LST-R
or other longitudinal models, where we can identify a sub-
stantively meaningful number of blocks. The block-wise
approach allows for a day-specific evaluation of models that
include restrictions across days, such as a single trait or
measurement invariance over time.

Block-Wise w2

In a structural equation model, the w2-test evaluates the dis-
crepancy between Σ̂ and S, with the null hypothesis that Σ̂ is
identical to the (co)variances in the population from which
the sample is drawn. An insignificant w2 value at an α-level
of .05 is often used as an indicator of good fit. The w2-value
is the product of the fitting function and sample size. The
most common estimator to minimize the fitting function
is the maximum likelihood (Bollen, 1989). Adapted for
block-wise use, we get the formula:

χ2k ¼ log jΣ̂kj þ trðΣ̂�1
k SkÞ � log jSkj � pk

�

þð�xk � μ̂kÞTΣ̂�1
k ð�xk � μ̂kÞÞ � N � 1ð Þ; ð2Þ

where pk is the number of observed variables per block, �xk
the vector of sample means, and μ̂k the vector of model-
implied means, both for the items in block k. N is the sam-
ple size. Although the sample estimates for w2 and other
fit indices include N � 1 in the formulas, both lavaan
and MPlus use N instead. For the sake of consistency,
we therefore used N in the computations for the simula-
tion study. With large sample sizes, the w2-test yields sig-
nificant p-values even for models with a minor misfit. This
is one of the reasons which have inspired the develop-
ment of different fit indicators including RMSEA, CFI,
and TLI.

Block-Wise Degrees of Freedom

In order to test the null hypothesis and to calculate other fit
indices, we need the df. In SEM, df are the difference
between the number of empirical parameters (means,
variances, and covariances of the manifest variables) and
estimated parameters. All estimated parameters are
involved in computing the implied (co)variances in Σ̂. How-
ever, not all estimated parameters are uniquely associated
with only one block. Time-invariant factor loadings, or
the variance and mean of a single trait, affect the calcula-
tion of co(variances) in more than one Σ̂k matrix.
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Since it is unclear how estimated parameters can be
split among blocks, we suggest simulating block-wise dfk.
Under the null hypothesis, empirical w2 values follow a
w2-distribution with df = E(w2). Thus, we can approximate
the df by simulating many datasets from the true model
and computing the mean of the block-wise w2-valuesMðχ2kÞ.

Simulation of Block-Wise dfk
To test this behavior, we simulated data for 4 ES LST-R
models (single-trait and day-specific model with and with-
out autoregressive effect,with 7 occasions per day and 2 indi-
cators per occasion), differing numbers of days (1, 2, 7), and
sample sizes (200, 10,000). For each condition, 1,000 data-
sets were created and analyzed with the data-generating
model. Block-wise χ2k valueswere calculated for 2 or 7 blocks,
conferring to the number of days. We examined global df,
M(w2), and the distribution of the w2 values, as well as
block-wise Mðχ2kÞ and the distribution of all χ21, that is, the
w2 values of the first block.

Simulation results show that global M(w2) for 2 or 7 days
and N = 200 are overestimated, for example, the autore-
gressive model with day-specific traits for 7 days has df =
4,852, but M(w2) = 5,965.70. With N = 10,000, the w2 infla-
tion almost disappeared (for the same model: M(w2) =
4,867.79). For models with 1 day, M(w2) closely resembles
df (e.g., for autoregressive model with day-specific traits,
N = 200: df = 109, M(w2) = 112.62). We also computed
Kolmogorov-Smirnov (KS) distances, which express the
maximum difference on a scale from 0 to 1 between the
observed distribution of the w2-values and their theoretical
distribution with df degrees of freedom and checked which
proportion of simulated w2-values fall within each decile of
a w2-distribution with df = M(w2). Both approaches indicate
that the simulated values are w2-distributed with df =M(w2).
A table with all results is included in ESM 2.

Overall, the block-wise χ2k values are approximately
w2-distributed with df ¼ Mðχ2kÞ. Based on these results,
we recommend simulating datasets based on Σ̂ and the
model-implied means with the actual sample size, comput-
ing block-wise w2 values for all datasets with Formula 2 and
using Mðχ2kÞ as an approximation of block-wise dfk. This
approximation can then be used for the calculation of other
fit indices. As an alternative, one can directly simulate the
distribution of the test statistic and use its empirical distri-
bution to test for significance. However, in this case, the
other fit indices cannot be computed.

Block-Wise Absolute Fit Indices

Absolute fit indices such as the RMSEA can better be
understood as measures of misfit, where small values indi-
cate little misfit. The RMSEA is based on the w2 statistic but

corrects for model complexity. The block-wise version for
each block k can be calculated as follows:

RMSEAk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

max 0;
χ2k � df k

df k � N � 1ð Þ
� �s

: ð3Þ

Although fit indices were developed to judge the extent of
model (mis)fit, they are also affected by other influences
such as the strength of factor loadings (Heene et al.,
2011) or, as discussed before, the number of manifest vari-
ables. Common rules of thump should thus be used with
great caution, and several indices need to be taken into con-
sideration to judge model fit. According to Hu and Bentler
(1999), RMSEA values < .06 indicate good fit. Another
common rule of thumb is that RMSEA values � .05 indi-
cate close fit, and values � .08 indicate reasonable fit
(Browne & Cudeck, 1992). Another absolute fit index is
the SRMR. This fit index does not depend on the w2-test
statistic, but we provide information on block-wise SRMR
in ESM 1.

Block-Wise Incremental Fit Indices

Incremental fit indices (e.g., CFI and TLI; Bentler, 1990;
Tucker & Lewis, 1973) do not use the w2-statistic directly
but compare the proposed model to the worst possible
(null) model. The null model only includes variances for
the observed variables, but no relationships are modeled.
For block-wise CFI and TLI, the null model is computed
for each block based on the manifest variables from
the block in question, pk. The block-wise null model has
pk(pk � 1)/2 df, and a w2-value is estimated according to
Formula 2. The block-wise Bentler Comparative Fit Index
(CFIk) can then be calculated as follows (Shi et al., 2019):

CFIk ¼
max dk NullModelð Þ; 0ð Þ�max dk ProposedModelð Þ; 0ð Þ

max dk NullModelð Þ; 0ð Þ ;

ð4Þ
where d ¼ χ2k � df k for the null and proposed model. CFIk
can range between 0 and 1. The block-wise TLIk is calcu-
lated as follows:

TLIk ¼ χ2k=dfk NullModelð Þ � χ2k=dfk ProposedModelð Þ
χ2k=dfk NullModelð Þ � 1

:

ð5Þ

Since the TLI is not normed, TLI > 1 or negative values are
possible. For both CFI and TLI, values � .97 indicate a
good fit between model and data, but values between .95
and .97 are considered acceptable (Hu & Bentler, 1999;
Schermelleh-Engel et al., 2003).
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Simulation Studies

We have shown that common advice for judging model fit
is not suitable for models with many manifest variables
(e.g., Kenny & McCoach, 2003; Moshagen, 2012; Savalei,
2012; Shi et al., 2019) and have proposed block-wise evalu-
ation. In order to demonstrate that block-wise evaluation is
a viable alternative for models with many manifest vari-
ables, we conduct two simulation studies. We first simulate
correctly specified data for ES LST-R models and evaluate
the effect of model size and sample size on global and
block-wise fit indices. Here, we expect that global fit indices
will incorrectly reject models with more days and a smaller
sample size, which is common in ES studies. We expect that
block-wise fit indices can correctly identify these models. In
a second simulation study, we generate data for the same
ES LST-R models but with different misspecifications and
evaluate the effects of model size, sample size, and mis-
specification on global and block-wise fit. Block-wise fit
evaluation is based on (co)variances within each day, so
we expect that block-wise fit indices will correctly reject
models which are misspecified within days, but fail to
identify models which are misspecified purely between
days.

Study 1: Correctly Specified Models

Method
In the first simulation study, model fit is evaluated for two
different ES LST-R models, with varying model and sample
size. Overall, we have a 2 (models) � 2 (model size) �
2 (sample size) design. The analysis models are (1) an
autoregressive multistate–singletrait model, where a single
trait is assumed across all measurements, and (2) an autore-
gressive multistate–multitrait model with day-specific traits.
We included both models because the multistate–singletrait
model is most common in applications of LST(-R) theory,
but the model with day-specific traits is suitable for many
applications with ES data. We did not have different
hypotheses for these twomodels. The models include 2 ndi-
cators for each occasion and 7 occasions for each day.
LST-R models can include more indicators, but ES studies
typically include as few questions as possible to keep the
strain on participants low. Models with 2–3 indicators thus
seem realistic for ES LST-R models. Both models have
η-equivalent and θ-equivalent measures within each day.
This implies that all factor loadings are set to 1, all inter-
cepts are 0, and all (state) residual variances are equal
within each day (Var(ϵt) = Var(ϵu) and Var(ζt) = Var(ζu),
t 6¼ u). Autoregressive effects are restricted to be equal
between all occasion-specific factors. Parameters in the
data-generating population models were Var(ζt) = .3, Var
(θ(u)) = .3 for the trait in the single-trait model and all

day-specific trait variables θu in the day-specific traits
model, Var(ϵit) = .4, Cov(θu, θV, u 6¼ v) = 0.21 (correspond-
ing to a correlation of r = .7), M(θ(u)) = 2.2, and autoregres-
sive effects β = .1. This implies equal occasion-specificity
and consistency, with item reliabilities between .60 and
.61. These values are approximately based on an empirical
application with ratings of perceived conflict of interest in
social situations (Norget et al., 2021). The trait and state
residual variances are adjusted to be equal because many
constructs assessed in longitudinal studies have both stable
and occasion-specific aspects (Geiser, 2021). Please refer to
Figure E1 (ESM 1) for path models of the single-trait and the
day-specific traits model. Data was generated for models
with 2 or 7 days (i.e., 28 or 98 manifest variables) and
sample sizes of 200 or 1,000. Typical data situations in
ES studies include sample sizes around or smaller than
N = 200 and data collection on several days, often one or
two weeks. For each condition of the study, we estimate
global fit indices as well as block-wise fit indices for each
day. For comparison, we also simulated global df in the
same way as we described for the block-wise df and
computed all global fit indices using these simulated df.
Additionally, we computed the Yuan et al. (2015) corrected
w2-estimates to compare rejection rates and w2/df-ratios.

For each of the 8 conditions, 500 datasets were gener-
ated and analyzed. Block-wise (and global) df were simu-
lated for the first dataset in each condition. These
estimates were then used for all 500 datasets in the same
condition. In a test phase, we simulated the block-wise df
several times for the same condition and found very small
deviations between the estimates. The simulation study was
conducted in R (R Core Team, 2020; RStudio Team, 2019)
using the packages SimDesign (Chalmers & Adkins, 2020),
lavaan (Rosseel, 2012), lsttheory (Mayer, 2020), and MASS
(Venables & Ripley, 2002). We discuss w2-rejection rates at
α = .05, KS distances and mean CFI, TLI, and RMSEA
values for the different conditions and point out the most
important aspects of this visual analysis. Results are shown
in Figure 2 and Figures E2 and E3 (ESM 1).

Results
Therewere (almost) no differences between the twomodels.
We present the results for the day-specific model here and
provide results for the other model in Figure E2 (ESM 1).
We will refer to the global fit indices as implemented in
common SEM software as “global” w2, CFI, TLI, and
RMSEA. Estimates based on simulated global df are “simu-
lated global” values, and Yuan and colleagues (2015)
corrected values are “Yuan-corrected”.

w2-Rejection and Kolmogorov-Smirnov Distance
For correctly specified models, w2-rejection rates at α = .05
should be around 5%. As shown in Figure 2A, w2-rejection
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rates for global evaluation, with globally simulated df, and
Yuan-corrected w2 for models with 2 days and N = 1,000
are close to the expected rejection rate. With smaller sam-
ple sizes and more days, global rejection rates increase up
to 100% for models with 7 days and N = 200. The KS dis-
tances (Figure 2B) show that the distribution of global, sim-
ulated global, and Yuan-corrected w2 values differs more
strongly from their theoretical distribution than block-wise
χ2k. Global w

2 values are most strongly overestimated. Again,
this difference is especially large for models with 7 days and
N = 200. Overall, global w2, as implemented in most soft-
ware, highly overestimates the test statistic and too often
rejects correctly specified models, especially in the most
likely data scenario in ES studies, while block-wise χ2k per-
forms much better.

Comparative Fit Index and Tucker-Lewis Index
For CFI and TLI most models yield estimates � .97, indi-
cating a good model fit. However, we can see in Figures
2C and 2D that global CFI and TLI indicate worse fit for
smaller samples (N = 200 vs. N = 1,000) and for larger
models (7 vs. 2 days). In the most likely data scenario in
ES studies (7 days and N = 200) global indices reject the
correctly specified model (CFI = .88, TLI = .88). However,
simulated global CFI and TLI, and block-wise CFIk and
TLIk correctly indicate a good fit in all cases.

Root Mean Square Error of Approximation
All types of RMSEA(k) correctly identify a good fit in all four
scenarios (see Figure 2E). For models with N = 1,000, glo-
bal, simulated global, and block-wise RMSEA(k)-values are
very small (.003–.006). For models with N = 200,
RMSEA(k) values are slightly higher, and global values indi-
cate worse fit than simulated global or block-wise values.
RMSEA indicates good fit in all scenarios, but global
RMSEA is noticeably worse for N = 200 and 7 days

(.034) compared to all other conditions. Block-wise
RMSEA(k) clearly indicates a better fit in this case. Simu-
lated global values indicate better fit in all scenarios. Since
all RMSEA(k) correctly indicate a good fit, block-wise evalu-
ation may offer less benefit over global evaluation in the
case of RMSEA compared to other fit indices. However,
block-wise and simulated global RMSEA(k) still correctly
indicate a better fit than global RMSEA.

Discussion
Overall, correctly specified models were correctly identified
by block-wise χ2k, CFIk, TLIk, and RMSEAk, but not always
by their global counterparts. Simulated global indices
behave similarly to block-wise indices. The biases in global
fit are in line with previous simulation studies (Kenny &
McCoach, 2003; Moshagen, 2012). Especially in the most
likely data scenario with experience sampling data, models
for 7 days (49 occasions), and sample sizes of N = 200,
block-wise fit evaluation seems to offer a good alternative
to global evaluation.

Study 2: Misspecified Models

Method
While Study 1 showed that block-wise fit correctly identifies
correctly specified models, it is also important to consider
under which conditions block-wise fit can correctly reject
misspecified models. Since block-wise fit is based on the
(co)variances of each block, we expect that misspecifica-
tions within blocks should be identified correctly, while
misspecifications purely between blocks should be unde-
tectable for block-wise fit indices. In Study 2, we generated
data with different misspecifications in a 2 (models) �
2 (model size) � 2 (sample size) � 6 (misspecification)
design. Analyzing ES LST-R models were the same as

(A) (B) (C) (D) (E)

Figure 2. Results of Study 1 for the day-specific model (single-trait figures are included in Figure E2 (ESM 1). (A) w2-rejection rates at α = .05;
(B) KS distance single-trait model; (C) CFI values; (D) TLI values; (E) RMSEA values.
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described in Study 1: a single-trait and a day-specific model.
Again, we generated data for either 2 or 7 days, with sample
sizes of 200 or 1,000. Global CFI and TLI worsen with
more manifest variables and misspecified dimensionality,
but improve with omitted residual correlations (Shi et al.,
2019), so we included models with omitted residual corre-
lations between and within days, as well as structural mis-
specifications similar to those in Shi et al. (2019).
Pathmodels are provided in Figure E1 (ESM 1). The mis-
specified models include (1) small or (2) large residual cor-
relations between days, that is, both items measured on
occasion 1, 2, and so forth on each day are correlated with
the same item measured on the same occasion on other
days. Residual correlations are small (r = .15) or large (r =
.40); (3) small (r = .15) or (4) large (r = .40) residual corre-
lations within days, that is, the residuals of item 1 on all
occasions within the same day are correlated, and likewise
for item 2; (5) small or (6) large structural error, that is, each
trait is split into two indicator-specific traits in the popula-
tion model, with correlations of r = .90 (small error) or r
= .60 (larger error). Other population values are identical
to Study 1. We expected that block-wise fit would detect
the structural error and the omitted residual correlations
within days but not between days.

For the w2, we discuss rejection rates at α = .05 and pro-
vide further analysis for the ratio between w2 and df. w2/df
= 1 indicates perfect fit. For CFI, TLI, and RMSEA, we ana-
lyze their global, simulated global, and block-wise values
using analyses of variance (ANOVAs) with the respective
fit index as the outcome and the four predictors: (1) model
(single-trait/day-specific traits), (2) number of days (2/7),
(3) sample size (200/1,000), and (4) the type of the fit index
(global/simulated global/block-wise). All predictors are
coded as factors, and we use Type III sum of squares and
sum to zero contrasts. We used the R package car (Fox &
Weisberg, 2019) to fit the ANOVAs and the package effect-
size (Ben-Shachar et al., 2020) for effect sizes. Normal dis-
tribution of the residuals and variance homogeneity were
visually checked, and the assumptions weremet sufficiently.

Results
w2-Rejection Rates and w2/df Ratios
The w2-rejection rates at α = .05 are displayed in Figure 3A.
Colored figures can be found in Figures E4a–E4e (ESM 1).
Most models have rejection rates of around 100%. Block-
wise w2 cannot detect the omitted residual correlations
between days and incorrectly indicates perfect fit (i.e.,
rejection rates around 5%). For small misspecifications
and N = 200, block-wise, and to a lesser degree also simu-
lated global and Yuan-corrected χ2ðkÞ sometimes have rejec-
tion rates notably lower than 100%; global w2 for N = 200
and 2 days as well, but with higher rejection rates than the
other types.

The ANOVA for the w2/df ratio revealed substantial main
effects of the misspecification, F(5, 179,876) = 412,102, p <
.001, η2 = .26, and sample size, F(1, 179,876) = 952,053, p <
.001, η2 = .12, meaning that all w2/df ratios are for a large
part similarly affected by these two influences. Since we
are more interested in the differences between the types
of fit, we will focus on interaction effects with the type of
fit measure. A table with the complete ANOVA results is
included in Table E1 (ESM 1).

First, there is considerable two-way interaction between
the type of fit measure and the misspecification,
F(15, 179,876) = 105,156.1, p < .001, η2 = .20. Block-wise
χ2k=df k ratios are higher (i.e., indicate worse fit) than global,
simulated global, or Yuan-corrected ratios for models with
large structural misspecification and omitted residual corre-
lations within days. However, block-wise χ2k=df k ratios indi-
cate a perfect fit for the models with omitted residual
correlations between days.

Second, there is an interaction effect between type of fit
and sample size, F(3, 179,876) = 578,95.2, p < .001, η2 =
.02). Looking at the types of fit separately, the effect of sam-
ple size remains substantial for all, with lower ratios for N =
200 thanN = 1,000. The difference between sample sizes is
larger for block-wise ratios (M1000 � M200 = 3.48) than for
global (M1000 � M200 = 1.72), simulated global (M1000 �
M200 = 1.84) and Yuan-corrected (M1000 � M200 = 1.84)
ratios.

Furthermore, there is a 3-way interaction between type of
fit, misspecification, and sample size, F(15, 179,876) =
58,386.4, p < .001, η2 = 0.11. Figure 3B shows that for
block-wise χ2k=dfk, and to a lesser extend for global, simu-
lated global, and Yuan-corrected ratios, the difference
between N = 200 and N = 1,000 is larger with strongly mis-
specified models compared to their less strongly misspeci-
fied counterparts.

Contrary to our expectations, there was no noteworthy
interaction between the type of fit and the number of days,
F(3, 179,876) = 20,434.2, p < .001, η2 = .008, or main effect
of the number of days, F(1, 179,876) = 107,115.8, p < .001,
η2 = .01.

Comparative Fit Index and Tucker-Lewis Index
The results for CFI and TLI barely differ, and results are
reported together. A figure with the TLI results is included
in Figure E4d (ESM 1). Most effects are significant in the
ANOVAs, and we focus on those with notable effect sizes.
All main effects, except for the effect of the model (sin-
gle-trait vs. day-specific), are noteworthy and interact with
the type of fit. We will focus on these interactions here since
we are mostly interested in how global and block-wise fit
are differently affected by other influences. Full results
are included in Tables E2 and E3 (ESM 1).
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Most notably, there is a substantial interaction between
the misspecification and type of fit (CFI: F(10, 155,903) =
36,904.1, p < .001, η2 = .13; TLI: F(10, 155,903) =
38,277.6, p < .001, η2 = .11). This effect is largely due to
the models with omitted residual correlations between
days. Here, block-wise CFIk and TLIk indicate perfect fit,
while global and simulated global CFI and TLI can identify
the misspecification.

The number of days also interact with the type of fit (CFI:
F(2, 155,903) = 42,835.7, p < .001, η2 = .03; TLI: F(2,
155,903) = 72,257.6, p < .001, η2 = .04). Global CFI and
TLI values are lower for models with 7 than 2 days (CFI:
t(23,394) = 67.04, p < .001, d = .87; TLI: t(22,675) =
77.21, p < .001, d = 1.00), to a lesser extend this is also true
for simulated global indices (CFI: t(23,783) = 24.44, p <
.001, d = .32; TLI: t(23,666) = 24.58, p < .001, d = .32)
but for block-wise CFIk and TLIk there is no notable differ-
ence between 2 and 7 days (CFI: t(38,858) = 0.60, p = .55;
TLI: t(38,741) = 0.03, p = .98).

There is a smaller interaction between the sample size
and type of fit (CFI: F(2, 155,903) = 19,282.2, p < .001, η2

= .01; TLI: F(2, 155,903) = 33,428.6, p < .001, η2 = .02).
Block-wise CFIk and TLIk are barely affected by sample size

(CFIk: t(107,980) = �2.66, p = .008, d = �0.02; TLIk:
t(107,980) = 4.07, p < .001, d = 0.02), and the effect on
simulated global indices is also small (CFI: t(23,939) =
6.63, p < .001, d = 0.09; TLI: t(23,326) = 18.45, p < .001,
d = 0.24). Here, models with N = 200 fit better than with
N = 1,000. Global CFI and TLI are generally worse for
smaller samples (CFI: t(23,739) = �40.2, p < .001, d =
�0.52) TLI: t(23,611) = �40.2, p < .001, d = �0.52).

Type of fit also interacts with number of days and mis-
specification (CFI: F(10, 155,903) = 6,071.9, p < .001,
η2 = .02; TLI: F(10, 155,903) = 7,123.1, p < .001, η2 = .02).
The interaction between days and misspecification remains
noteworthy for global (CFI: F(5, 23,988) = 1,965.8, p < .001,
η2 = .06), and simulated global (CFI: F(5, 23,988) = 6,697.9,
p < .001, η2 = .09) but not for block-wise fit (CFI:
F(5, 107,988) = 3.8175, p = 002, η2 < .001). Figure 3C shows
that especially for models with omitted residual correlations
between days, global and simulated global CFI and TLI for
7 days (circle and diamond shape) is smaller than for 2 days
(square and triangle). This difference is smaller for other
misspecifications.

Another interesting three-way interaction is between
the type of fit, number of days, and sample size (CFI:

(A) (B)

(C) (D)

Figure 3. Overview of results of Study 2 for each fit index. There are six misspecifications on the x-axis. Between(S): omitted residuals correlations
between days (r = .15); Between(L): likewise but with r = .40; Within(S): omitted residual correlations within days (r = .15); Within(L): likewise but
with r = .40, Structural(S): data is generated with correlated indicatorspecific traits (r = .90); Structural(L): likewise but with r = .60. (A) w2-rejection
rates at α = .05; (B) w2/df ratios; (C) CFI values (TLI values look almost identical); (D) RMSEA.
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F(1, 155,903) = 13,693.5, p < .001, η2 = .01; TLI: F(2,
155,903) = 21,879.2, p < .001, η2 = .01). This effect can
easily be understood when we look at Figure 3C: For N =
200 and 7 days the global values (i.e., medium-gray dia-
mond) are systematically lower than global and block-wise
values for other combinations of the three predictors.

Root Mean Square Error of Approximation
Most effects on the RMSEA are statistically significant, and
we only discuss those with notable effect sizes. Complete
results are included in Table E4 (ESM 1). In terms of main
effects, the misspecification accounts for the majority of
variance in all RMSEA(k) values, F(5, 155,903) =
192,939.9, p < .001, η2 = .53, and there is a small main
effect of the number of days, F(1, 155,903) = 27,321.8, p <
.001, η2 = .01.

Again, the strongest interaction is between the type of fit
and misspecification, F(10, 155,903) = 53,426.9, p < .001, η2

= .29. Figure 3D shows that block-wise RMSEAk generally
indicates worse fit than global and simulated global
RMSEA, except in the case of omitted residual correlation
between days, which cannot be detected by block-wise fit.

Additionally, there is an interaction between type of fit,
misspecification, and the number of days, F(10, 155,903)
= 31,80.7, p < .001, η2 = .02. The interaction between mis-
specification and number of days remains notable for global
RMSEA, F(5, 23,988) = 6,241, p < .001, η2 = .14, and simu-
lated global RMSEA, F(5, 23,988) = 11,129, p < .001, η2 =
.12, but there is no interaction for block-wise RMSEAk,
F(5, 107,988) = 2.06, p = .67. A look at the medium- and
light-gray shapes in Figure 3D reveals that (simulated)
global RMSEA indicates better fit for models with 7 than
2 days in the case of omitted residual correlations within
days or large structural misspecification. The figure also
shows that global and simulated RMSEA tend to assess
strongly misspecified models with 7 days as acceptable,
while block-wise fit can identify them as fitting badly.

There is also a small interaction effect of the type of fit
with number of days, F(1, 155,903) = 11,240.8, p < .001, η2

= .01. While the RMSEA values with 7 days are lower than
with 2 day for global, t(19,600) = 32.44, p < .001, d =
0.42, and simulated global RMSEA, t(19,234) = 58.15, p <
.001, d = 0.75, there is no difference between the number
of days for block-wise RMSEAk, t(38,839) = �0.32, p = .75.

Discussion
In general, all fit types indicate a less-than-perfect fit for
misspecified models and stronger misfit for more strongly
misspecified models. As expected, block-wise fit cannot
identify the misspecification between blocks because block-
wise fit indices are based on the (implied and observed) (co)-
variances of items associated with the same block.

In line with previous research (Kenny & McCoach, 2003;
Moshagen, 2012), global w2 is strongly affected by sample

size. The same remains true for block-wise χ2k, w
2 evaluation

with simulated df and Yuan et al. (2015) corrected w2.
Contrary to the correctly specified models, number of days
(and thus number of manifest variables) does not affect the
w2-tests for misspecified models. This could be due to the
fact that the number of misspecified covariances also
increases with model size.

CFI and TLI behave practically identical in our simula-
tion study. Globally, they are sensitive to the number of
days in the model, to a lesser extend also when they are
estimated globally with simulated df. Their block-wise
counterparts are not affected by the number of days. Regu-
lar global CFI and TLI indicate worse fit for all models with
7 days and N = 200, which is a likely ES data scenario.
Block-wise CFIk and TLIk, and to a lesser extend global
CFI and TLI with simulated df, generally indicate better
fit than regular global indices. Contrary to Kenny and
McCoach (2003) and Shi and colleagues (2019), global
CFI and TLI also worsened with more days for models with
omitted residual correlations. In previous studies, the num-
ber of misspecified covariances remained stable with more
manifest variables in the model, and the proportion of mis-
specified covariances decreased with model size. In our
study, the number of misspecified covariances also
increased with model size, explaining our different results.
In fact, for the model with omitted residual correlations
within days, the proportion of misspecified covariances is
larger for 2 days than 7 days, but CFI and TLI indicate a
worse fit for 7 days. This demonstrates that these global
indices are indeed strongly affected by the number of man-
ifest variables.

Global RMSEA and global RMSEA based on simulated
df indicate a slightly better fit for models with more days
(i.e., more manifest variables), while the number of days
does not affect block-wise RMSEAk. Especially in the case
of strongly misspecified models for 7 days, global RMSEA
would still let us erroneously conclude that these models
are acceptable, while block-wise evaluation can identify
them as fitting badly. Block-wise RMSEAk generally indi-
cates a worse fit than both global indices, which is desirable
in misspecified models. The behavior of global RMSEA is
largely in line with previous research (Kenny & McCoach,
2003; Savalei, 2012; Shi et al., 2019).

Global Discussion

In this article, we introduced block-wise model fit evalua-
tion for LST-R models with experience sampling data. We
performed two simulation studies to compare block-wise
fit evaluation to traditional global evaluation. We also
included Yuan and colleagues (2015) corrected w2 estimates
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and global fit indices derived with simulated degrees of
freedom for comparison. In Study 1, we investigated if the
different fit indices properly identify correctly specified
models. Results show that traditional global fit evaluation
too often leads to the rejection of correctly specified mod-
els, especially with realistic sample and model sizes in ES
studies. Block-wise fit evaluation, global fit derived from
simulated df, and Yuan et al. (2015) corrected w2 correctly
identified that these models fit well.

In the second study, we investigated under which condi-
tions block-wise fit indices correctly reject misspecifiedmod-
els. As expected, if models are misspecified purely between
days, block-wise fit cannot identify the misfit. Furthermore,
traditional global CFI and TLI generally indicate a worse
fit for the most realistic ES data scenario (7 days and N =
200) compared to other models and sample sizes. Block-
wise and global indices with simulated df do not share this
bias. Block-wise RMSEAk can more often identify (strongly)
misspecified models than both types of global RMSEA.

Practical Usage

Based on the simulation results, we recommend using
block-wise fit indices for LST models with many measure-
ment occasions (e.g., several occasions on each day for
one or more weeks) and sample sizes around 200 or smal-
ler. With large sample sizes of around 1,000, there is less
benefit in using block-wise fit evaluation. However, sample
sizes around or under 200 are much more common in
empirical research, so block-wise fit is useful for data from
a typical ES study.

When using block-wise fit, researchers need to find logi-
cal blocks in their data. This decision should be based on
the (LST) model and the study design. For example, blocks
can correspond to days. When data was collected over sev-
eral weeks with fewer occasions per day, blocks may better
correspond to weeks.

Compared with existing corrections for the model size
effect, such as Yuan et al. (2015), the block-wise evaluation
provides valuable additional information about each block.
In empirical data, it may happen that some blocks indicate
acceptable fit, while others do not. This information about
the source of misfit can be used to reflect on the model
and data collection. For example, were there any structural
differences between the days of assessment, such as week-
days and weekends being on the same days of the study for
all participants? The R-function to determine block-wise fit
indices is available in ESM 3.

Limitations and Future Research

The main limitation of the block-wise fit approach is evi-
dent from Study 2: misspecifications between blocks cannot

be detected. We have proposed a block-wise fit for each
block, but it is usually not possible to determine a block-
wise fit between two blocks. To calculate block-wise fit
indices, we extract blocks from Σ̂ which only contain the
(implied) (co)variances between items of the same block.
Theoretically, it would be possible to extract the sections
containing only covariances of items from two different
blocks. However, if we assume any kind of measurement
invariance between the blocks, the section of Σ̂ which con-
tains only the implied covariances between two blocks i and
j, i 6¼ j contains identical (and thus linearly dependent) vec-
tors. The determinant of such a matrix is zero, log(0) is not
defined, and a block-wise χ2ij cannot be determined. As a
consequence, the block-wise fit is not informative about
misfit between blocks. In future studies, the block-wise
approach could be extended to include information
between blocks. It should be possible to extract (co)vari-
ances of two consecutive or non-consecutive days and esti-
mate a block-wise indices from these blocks. Blocks of
different sizes could also be an option, for example, if a
researcher is interested in morning- and evening-blocks
with different numbers of measurements.

Also, the influence of differing numbers of indicators per
block on block-wise fit indices was not assessed, and we
cannot give advice on the number of manifest variables
per block. Studies on which common advice for interpreting
fit indices are based might serve as an orientation. For
example, Hu and Bentler (1999) used 15 indicators.

Furthermore, missing data is common in ES studies. In
the article, we have not yet discussed how Full Information
Maximum Likelihood (FIML), a common missing data
strategy, could be applied for block-wise fit indices. To date,
the approach we introduced works with multiply imputed
datasets. For practical reasons, it will be helpful to extend
this approach to FIML. We have also focused on the w2-test,
CFI, TLI and RMSEA, but the block-wise approach can be
extended to other fit indices.

Electronic Supplementary Material

The electronic supplementary materials are available with
the online version of the article at https://doi.org/
10.1027/2151-2604/a000482
ESM 1. Formula of the Standardized Root Mean Square
Residual (SRMR), design, and results of Studies 1 and 2.
Figure E1: Design of Studies 1 and 2. Figure E2: Results
of Study 1 for the single-trait model. Figure E3: Results
of Study 1 for the model with day-specific traits. Figure E4:
Results of Study 2 for each fit index, (a)–(e). Tables E1–E4:
ANOVA tables showing the effects on w2/df ratios, CFI,
TLI, and RMSEA.
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ESM 2. Results of the block-wise degrees of freedom pilot
simulation study.
ESM 3. The R-function to compute block-wise fit indices
based on a fitted lavaan object.
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Original Article

Analyzing Data of a Multilab
Replication Project With Individual
Participant Data Meta-Analysis
A Tutorial

Robbie C. M. van Aert

Department of Methodology and Statistics, Tilburg University, The Netherlands

Abstract: Multilab replication projects such as Registered Replication Reports (RRR) and Many Labs projects are used to replicate an effect in
different labs. Data of these projects are usually analyzed using conventional meta-analysis methods. This is certainly not the best approach
because it does not make optimal use of the available data as a summary rather than participant data are analyzed. I propose to analyze data
of multilab replication projects with individual participant data (IPD) meta-analysis where the participant data are analyzed directly. The
prominent advantages of IPD meta-analysis are that it generally has larger statistical power to detect moderator effects and allows drawing
conclusions at the participant and lab level. However, a disadvantage is that IPD meta-analysis is more complex than conventional meta-
analysis. In this tutorial, I illustrate IPD meta-analysis using the RRR by McCarthy and colleagues, and I provide R code and recommendations
to facilitate researchers to apply these methods.

Keywords: meta-analysis, registered replication report, replication, multilevel analysis, individual participant data meta-analysis

Multilab replication projects are exemplary for the increased
attention for replication research in psychology. Prominent
effects in the psychological literature are replicated in these
multilab replication projects in different labs across the
world. These projects yield highly relevant insights about
whether an effect can actually be replicated and also
whether the effect depends on contextual factors such as
the location where a study was conducted. Multiple regis-
tered replication reports (RRRs; Simons et al., 2014) have
been conducted where a single effect is replicated in differ-
ent labs as well as Many Labs projects (Ebersole et al., 2016,
2020; Klein et al., 2014, 2018, 2021) where multiple effects
are replicated in a large collaborative project.

The main publication outlet for multilab replication pro-
jects within psychology was the journal Perspectives on Psy-
chological Science, but Advances in Methods and Practices in
Psychological Science has taken over this role since its launch
in 2018. Twelve RRRs were published in these journals
since the introduction of RRRs and until September 6,
2021. Moreover, the Many Labs projects replicated 12, 28,
10, 1, and 10 effects in Many Labs 1, 2, 3, 4, and 5, respec-
tively. These published RRRs and Many Labs projects show
that multilab replication projects are not uncommon, and
these projects are expected to become more popular due
to the increased attention for replications and the desire
to study the credibility of psychological science.

The usual analysis strategy for analyzing the data of a
single effect in multilab replication projects is equivalent
to how a conventional meta-analysis is conducted. That
is, a summary effect size (e.g., [standardized] mean differ-
ence or correlation) and corresponding sampling variance
(i.e., squared standard error) is computed for each lab
and these summary effect sizes are then usually synthe-
sized by means of a random-effects meta-analysis. The
meta-analytic average effect size is of interest as well as
whether the true effect size of the labs is heterogeneous
and whether this heterogeneity can be explained by moder-
ator variables in a so-called meta-regression model (e.g.,
Thompson & Sharp, 1999; Van Houwelingen et al.,
2002). This is a valid but certainly also suboptimal
approach because the differences of participants within a
lab are lost by aggregating the data to summary effect sizes.
I propose analyzing data of multilab replication projects
through an individual participant data (IPD) meta-analysis
where the participant data are analyzed rather than
summary effect sizes (e.g., L. A. Stewart & Tierney,
2002). Multilab replication projects are ideal for applying
IPD meta-analysis as the participants’ data is, in contrast
to traditional studies, readily available.

IPD meta-analysis is popular among medical researchers,
and it is commonly referred to as individual patient data
meta-analysis. In contrast to research in psychology,

Zeitschrift für Psychologie (2022), 230(1), 60–72 �2022 The Author(s). Distributed as a Hogrefe OpenMind article
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medical research has a long history with respect to sharing
data that enables researchers to conduct IPD meta-analysis.
For example, the prominent medical journal BMJ required
authors to agree on sharing the IPD data of clinical trials
of drugs or devices on request in 2013, and this policy
was extended to all trials in 2015 (Godlee, 2012; Loder &
Groves, 2015). Medical research also frequently uses binary
data (e.g., dead vs. alive and treatment vs. placebo group),
and these data can easily be reported in a 2 � 2 frequency
table, making reporting of IPD data less cumbersome com-
pared to fields like psychology that mainly use continuous
data. These developments together with the call for more
personalized treatments (Hingorani et al., 2013) made that
IPD meta-analysis is nowadays seen as the gold standard
for synthesizing studies in medical research (Riley et al.,
2008; Rogozińska et al., 2017; Simmonds et al., 2005).

IPD meta-analysis has many advantages over conven-
tional meta-analysis (Riley et al., 2010; L. A. Stewart &
Tierney, 2002). Two advantages are especially valuable for
analyzing data of multilab replication projects. First, partici-
pant-level moderators can be included to explain hetero-
geneity in true effect size, which is one of the main aims of
multilab replication projects. Heterogeneity in the conven-
tional meta-analysis can only be attributed to study level
characteristics and not to characteristics of the participants
within a lab because summary statistics of the primary stud-
ies are analyzed rather than the underlying participant data.
Researchers who draw conclusions at the participant level
using summary effect sizes may introduce aggregation bias
and commit an ecological fallacy (e.g., Berlin et al., 2002;
Borenstein et al., 2009), which will be illustrated below. Sec-
ond, statistical power to test moderating effects is usually lar-
ger than of conventional meta-regression. Simmonds and
Higgins (2007) analytically showed that the statistical power
of testing a moderator variable in IPD meta-analysis is
always larger than of conventional meta-regression in a
fixed-effect meta-analysis (aka equal-effect) model. The only
exception is when all participant scores on the moderator
variable within primary studies are the same because the sta-
tistical power of conventional meta-regression and IPD
meta-analysis is equivalent in this situation. Lambert and col-
leagues (2002) compared statistical power of IPD meta-ana-
lysis with conventional meta-regression in a fixed-effect
meta-analysis model using simulations and showed that sta-
tistical power of IPD meta-analysis was especially larger
when the effect size, number of primary studies, and sample
size in the primary studies was small.

The goal of this paper is to illustrate how data of amultilab
replication project can be analyzed through an IPD meta-
analysis. The focus of this paper will be on the estimation
of the average effect size as well as on quantifying the
heterogeneity in true effect size and explaining this hetero-
geneity with moderator variables because both aspects are

generally studied in multilab replication projects (e.g.,
Ebersole et al., 2016; Klein et al., 2014, 2018). Two different
approaches to IPD meta-analysis are a one-stage and two-
stage approach that I will both explain and illustrate. Before
turning to IPD meta-analysis, I will first provide an example
of aggregation bias in a meta-regression model. Subse-
quently, I will introduce the RRR by McCarthy and col-
leagues (2018) that will illustrate the methods and explain
how these data are commonly analyzed using conventional
random-effects meta-analysis. The paper ends with a con-
clusion section that contains recommendations for analyzing
data of a multilab replication project.

Illustration of Aggregation Bias
in Meta-Regression

Aggregation bias or an ecological fallacy refers to a situation
where conclusions are drawn for individuals based on
aggregated data (Robinson, 1950). Meta-analysts can easily
fall into the trap of introducing aggregation bias if they do
not realize that differences between labs in a meta-regres-
sion analysis can only be attributed to lab level characteris-
tics (e.g., Berlin et al., 2002; Borenstein et al., 2009).
Figure 1A shows data of three labs using a two-independent
groups design where scores of participants in the experi-
mental and control group are denoted by E and C, respec-
tively. The main interest in this analysis is to study whether
age has a moderating effect on the grouping variable, so
whether the effect of the manipulation is strengthened (or
weakened) by the participant’s age.

The model underlying the data of all three labs is a linear
regression model. That is, for lab 1: 51 � 18x + x � age, for
lab 2: 46 � 30x + x � age, and for lab 3: 41 � 42x + x �
age, where x denotes whether a participant belongs to the
experimental (x = 1) or control (x = 0) group and age is
the participant’s age. Within each lab, the age of partici-
pants in the experimental group is larger than that of the
participants in the control group. This may occur in practice
if participants are not randomly assigned to one of the two
groups. The regression equations show that the only differ-
ences between the labs are the intercept and the effect of
the manipulation. These data indicate that there is a posi-
tive interaction effect between the grouping variable and
age at the participant level, so the effect of the manipulation
is strengthened by the participant’s age.

Table 1 shows the summary statistics that are used as
input for the meta-regression analysis. The focus in the
meta-regression analysis is on the relationship between
the raw mean difference of the experimental and control
group and the lab’s mean age. This implies that we are no
longer allowed to draw conclusions at the participant level

�2022 The Author(s). Distributed as a Hogrefe OpenMind article
under the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0)
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as we are analyzing summary statistics of the labs. Figure 1B
shows the raw mean difference and mean age per lab. The
relationship between the raw mean difference and mean
age is negative (dashed line in Figure 1B) and contradicts
the finding of the analysis based on the participant data.

This example illustrates that the interaction effect may be
substantially different at the lab compared to the participant
level. The effect at a higher level can be in the opposite direc-
tion compared to the lower level (Aitkin & Longford, 1986;
Snijders & Bosker, 1999). Although this example was created
in a way to illustrate aggregation bias, it may also occur in
practice and can only be studied if participant data are avail-
able. Hence, this example also shows that a meta-regression
cannot be used to draw conclusions at the participant level as
it is prone to committing an ecological fallacy. A meta-
regression is, however, suitable to draw conclusions about
moderating effects measured at the level of the lab. This
implies that the results of the meta-regression in this exam-
ple can be used to draw conclusions about the lab’s mean
age on the raw mean difference.

Example of a Registered Replication
Report

The RRR by McCarthy and colleagues (2018) replicated the
study by Srull and Wyer (1979) on assimilative priming.
Assimilative priming refers to the idea that “exposure to
priming stimuli causes subsequent judgments to incorporate
more of the qualities of the primed construct” (McCarthy
et al., 2018, p. 322). In the replicated experiment, partici-
pants were first asked to perform a sentence construction
task where either 20% or 80% of the sentences described

hostile behavior. Participants were then asked to read a
vignette about a man called Donald who behaved in an
ambiguously hostile way and rated Donald’s behavior on
12 traits to get a score of the extent he was perceived as hos-
tile. All 12 traits were measured on a scale ranging from 0 (=
not at all) to 10 (= extremely), and six of these traits were
averaged to create a hostility rating. The tested hypothesis
was that participants who were exposed to a larger number
of sentences describing hostile behavior would rate Don-
ald’s behavior as more hostile.

The RRR by McCarthy and colleagues (2018) was
selected for illustrating the different meta-analysis models
because the data are well-documented, it was possible to
reproduce the reported results, variables were reported that
could be included in the models as moderator, and two-
independent groups design was used, which is common in
psychology. The effect size measure of interest was, as by
McCarthy and colleagues (2018), the raw mean difference.
The raw mean difference is a common effect size measure
in multilab replication projects because the dependent vari-
able is measured in the same way in each lab. Hence, com-
puting standardized mean differences is not necessary and

Table 1. Sample means of the dependent variable in the experimental
and control group and the moderator age. Raw mean difference is the
raw mean difference of the sample means in the experimental and
control group

Sample means
Raw mean
differenceExperimental Control Age

Lab 1 57 51 22.5 6

Lab 2 50 46 32.5 4

Lab 3 43 41 42.5 2
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Figure 1. Artificial example to illustrate aggregation bias in the context of meta-regression analysis. (A) Individual participant data; (B) Data
analyzed in the meta-regression analysis.
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even undesired if the data can be analyzed on its original
(unstandardized) scale (e.g., Baguley, 2009; Bond et al.,
2003; Wilkinson, 1999). The study was replicated in 22 labs
and the total sample size was 7,373 (see McCarthy et al.,
2018 for more details). All analyses were conducted in the
statistical software R (Version 4.1.0, R Core Team, 2021),
the R package papaja (Aust & Barth, 2020) was used for
writing the article, and annotated R code to analyze the
RRR is available in the supplemental materials at the Open
Science Framework (OSF; Van Aert, 2019a: https://osf.io/
c9zep/).

Random-Effects Model

The conventional random-effects model is usually fitted to
data of multilab replication projects, and this is also how the
data of the RRR by McCarthy and colleagues (2018) were
analyzed. A requirement for applying the random-effects
model is that summary effect sizes and corresponding sam-
pling variances per lab are computed. Formulas for comput-
ing these summary effect sizes and sampling variances are
available in Borenstein and Hedges (2019). I will continue
by describing the random-effects model before applying
this model to the RRR.

Statistical Model

The random-effects model assumes that the effect size yi is
observed for each ith lab. The statistical model can be writ-
ten as (e.g., Borenstein et al., 2009)

yi ¼ μþ μi þ ɛi; ð1Þ

where μ is the average true effect size, μi is the random
effect denoting the difference between the average true
effect size μ and a lab’s true effect size θi, and ei reflects
the sampling error. The random effect μi is commonly
assumed to follow a normal distribution with mean zero
and variance τ2, and the sampling error ei is assumed to
follow a normal distribution with mean zero and variance
σ2
i . The μi and ei are assumed to be mutually independent

of each other, and it is common practice to estimate σ2
i

and then assume that its value is known.
The most interesting outcomes in a multilab replication

project are the parameters μ and τ2. The parameter μ
denotes the meta-analytic average effect size estimate
yielding insight into the true effect size of the replicated

study and can also be used to assess whether the original
study can be deemed to be successfully replicated. The
parameter τ2 reflects the between-study variance in true
effect size and indicates whether the lab’s true effect sizes
θi are all the same (homogeneous) or different from each
other (heterogeneous). Heterogeneity in true effect size
can be explained by extending the statistical model in (1)
to a random-effects meta-regression model where study
characteristics are included as moderators (e.g., Thompson
& Sharp, 1999; Van Houwelingen et al., 2002). That is, a
lab’s true effect size becomes a regression equation in a
random-effects meta-regression model (e.g., β0 + β1x where
x is a moderator variable).

Fitting the Random-Effects Model
to the Data

Before fitting the random-effects model to the RRR, I first
computed the raw mean differences and corresponding
sampling variances for each lab (see Van Aert, 2019a:
https://osf.io/c9zep/). I used the R package metafor

(Version 3.0.2, Viechtbauer, 2010) for fitting the random-
effects model. The random-effects model can be fitted
using the rma() function of the metafor package by pro-
viding the lab’s raw mean differences (argument yi) and
the corresponding sampling variances (argument vi). R
code for fitting the random-effects model is1

rma(yi = yi, vi = vi, data = ma_dat)

where ma_dat is a data frame containing the yi and vi.
The results of fitting the random-effects model are pre-

sented in the first row of Table 2. These results exactly
match those of Figure 1 in McCarthy and colleagues
(2018). The average true effect size estimate is equal to
μ̂ = 0.083 (95% confidence interval (CI) [0.004; 0.161]),
and the null-hypothesis of no effect was rejected (z =
2.058, two-tailed p = .040). These results imply that the
average raw mean difference between the mean hostility
rating of participants in the 80%-hostile priming condition
and those in the 20%-hostile priming condition was 0.083.
Hence, the mean hostility rating of participants in the 80%-
hostile priming conditions was larger than those in the
20%-hostile priming condition. There was a small amount
of heterogeneity observed in the true effect sizes. The esti-
mate of the between-study variance τ̂2 = 0.006 (95% CI
[0; 0.043]),2 Cochran’s Q-test (Cochran, 1954) for testing

1 The restricted maximum likelihood estimator (Raudenbush, 2009) was used for estimating the between-study variance τ2. This is the default
estimator of metafor and also allows direct comparison with the results of IPD meta-analysis as these also rely on restricted maximum
likelihood estimation.

2 The 95% CI for the between-study variance τ2 is not in the output of fitting the random-effects model. Such a CI can, for instance, be obtained
using the Q-profile method (Viechtbauer, 2007) via the function confint() where the only argument of the function is the object obtained by
running the function rma(). See the supplemental materials for the actual code and output at https://osf.io/c9zep/ (Van Aert, 2019a).

�2022 The Author(s). Distributed as a Hogrefe OpenMind article
under the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0)
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the null-hypothesis of no between-study variance was not
statistically significant, Q(21) = 25.313, p = .234.

The null-hypothesis of no heterogeneity could not be
rejected, which is common for multilab replication projects
that consist of direct replications (Olsson-Collentine et al.,
2020). However, the estimated small between-study vari-
ance suggested that a small amount of heterogeneity in
the true effect size was present in the meta-analysis. This
heterogeneity can be explained by including moderators
measured at the lab level in a random-effects meta-regres-
sion analysis. The moderator variable mean age of partici-
pants per lab is included in this paper for illustrating the
methods, but the procedure is similar for any moderator
variable. After computing this mean age per lab, the ran-
dom-effects meta-regression model can be fitted to the data
using the following code

rma(yi = yi, vi = vi, mods = � m_age,

data = ma_dat)

where mods = � m_age indicates that mean age of
participants per lab is included as moderator.

The results of fitting the random-effects meta-regression
model are shown in the first two rows of Table 3.3 The coef-
ficient of the variable mean age is 0.050 (z = 1.237, two-
tailed p = .216, 95% CI [�0.029; 0.128]) implying that a
one unit increase in mean age leads to a predicted increase
of 0.050 in the average raw mean difference. The estimate
of the residual between-study variance was τ̂2 = 0.005
(95%CI [0; 0.043], Q(20) = 23.456, p = .267). These results
of fitting the random-effects model and random-effects
meta-regression model will be contrasted with the results
of IPD meta-analysis when describing those results.

Individual Participant Data
Meta-Analysis

Meta-analysis models can be seen as a special case of
multilevel models (also known as mixed-effects models)

with at level 1 the participants within studies and at level
2 the studies. This is also the reason why meta-analysis
models are discussed in books on multilevel models (e.g.,
Hox et al., 2018). This equivalence between meta-analysis
and multilevel models becomes even more apparent when
we move from the conventional random-effects model ana-
lyzing summary effect sizes to IPD meta-analysis analyzing
the participants’ data directly because IPD meta-analysis
models are actually multilevel models applied to partici-
pants who are nested in studies.

Two different approaches to IPD meta-analysis are com-
mon: the one-stage and two-stage approach. In the two-
stage approach, effect sizes are first computed for each
lab and these are subsequently meta-analyzed. The one-
stage approach does not require the computation of effect
sizes per lab because the data are modeled directly using
a multilevel model. Both approaches allow drawing infer-
ences regarding moderator variables at the participant level
in contrast to the meta-regression model. Moreover, both
approaches generally yield similar (average) effect size esti-
mates (e.g., Koopman et al., 2008; G. B. Stewart et al.,
2012; Tierney et al., 2020; Tudur Smith & Williamson,
2007), but larger practically relevant differences can also
be observed (Tudur Smith et al., 2016).

The two-stage approach appeals to researchers familiar
with conventional meta-analysis models due to the close
similarities between the two. One of the conventional
meta-analysis models (i.e., the fixed-effect or random-
effects model) is fitted in the second step of the two-stage
approach. However, the differences between the conven-
tional and two-stage IPD meta-analysis model also offers
opportunities to gain better insights. Additional variables
can be included in the first step of the two-stage approach
to control for these variables, which is impossible in the
conventional meta-analysis model. The most important dif-
ference is that analyzing the participant data in the first step
of the two-step approach allows drawing inferences at the
participant level. The conventional meta-analysis model
uses summary statistics per lab for studying the effect of

Table 2. Results of fitting a random-effects model (RE MA) and two-stage and one-stage individual participant data meta-analysis to the
registered replication report by McCarthy and colleagues (2018)

μ̂ (SE) (95% CI) Test H0: μ = 0 τ̂2 (95% CI) Test H0: τ
2 = 0

RE MA 0.083 (0.040) (0.004; 0.161) z = 2.058, p = .040 0.006 (0; 0.043) Q(21) = 25.313, p = .234

Two-stage 0.082 (0.040) (0.004; 0.161) z = 2.055, p = .040 0.006 (0; 0.043) Q(21) = 25.266, p = .236

One-stage 0.090 (0.038) (0.017; 0.164) t(18.6) = 2.356, p = .030 0.002 (0; 0.012) w2(2) = 0.554, p = .758a

Note. μ̂ = estimate of the average true effect size; SE = standard error; CI = confidence interval; τ̂2 is the estimate of the between-study variance obtained
with restricted maximum likelihood estimation. aThe anova() function conducts the likelihood-ratio test by first fitting the models to be compared with full
maximum likelihood estimation.

3 The intercept of this random-effects meta-regression model refers to the average true effect size estimate conditional on a mean age of zero. If
the intercept is of interest to the meta-analyst, it is advised to center the variable mean age at, for instance, the grand mean (i.e., the overall
mean of age) to increase the interpretability. The intercept can then be interpreted as the average true effect size estimate conditional on a
mean age equal to the grand mean of age.

Zeitschrift für Psychologie (2022), 230(1), 60–72 �2022 The Author(s). Distributed as a Hogrefe OpenMind article
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moderators and therefore only allows for drawing infer-
ences at the lab level.

Despite these appealing properties of two-stage IPD
meta-analysis, there are reasons for applying a one-stage
rather than a two-stage IPD meta-analysis approach. For
example, the two-stage approach has lower statistical power
except for situations where all labs have the same mean on
the moderator variable (Fisher et al., 2011; Simmonds &
Higgins, 2007). Furthermore, the one-stage approach is
also more flexible and does not require the assumption of
known sampling variances σi

2 (Papadimitropoulou et al.,
2019). This approach is, however, also more complicated
to implement as convergence problems may arise in the
one-stage approach, whereas these are less common in
the two-stage approach (Kontopantelis, 2018).

I generally recommend applying one-stage IPD meta-
analysis, but the two-stage approach is a useful “stepping
stone” to move from the random-effects meta-analysis
model to a one-stage IPD meta-analysis. Hence, I continue
with describing two-stage IPD meta-analysis before illus-
trating one-stage IPD meta-analysis.

Statistical Model Two-Stage Approach

The first step of the two-stage approach consists of fitting a
linear regression model to the participant data of each ith
lab. In case of raw mean differences, the linear regression
model is (e.g., Riley et al., 2008)

yij ¼ ϕi þ θixij þ ɛij; ð2Þ

where yij denotes the score on the dependent variable of
participant j in lab i, ϕi is a fixed lab effect, xij is a dummy
variable indicating whether participant j in lab i belongs to
the experimental or control group, and ɛij is the sampling
error of participant j in lab i. The same assumptions as
for the random-effects model apply, so θi � N(μ, τ2), ɛij �
N(0, σi

2), and θi and ɛi are assumed to be mutually indepen-
dent. There is no heterogeneity between labs if all θi are
equal, and the parameters μ and τ2 are again the main para-
meters of interest as these indicate the average treatment
effect and the between-study variance in true effect size.

The linear regression model in (2) is fitted to the data of
each ith lab in order to get an estimate of the raw mean dif-
ference (θ̂i) and corresponding sampling variance. In the
second step of the two-stage approach, these mean differ-
ences θ̂i are combined using the random-effects model in
statistical model (1). That is, a conventional random-effects
model is fitted using as input θ̂i as effect size estimate and
Var½θ̂i� as sampling variance for each study.

The effect of moderator variables in a two-stage IPD
meta-analysis is studied by adding interactions between
the moderators and the grouping variable xij to the linear
regression model described in (2). In case of one moderator

variable, the linear regression model fitted to the data of
each ith lab is (e.g., Riley et al., 2008)

yij ¼ ϕi þ αiwij þ θixij þ γiwijxij þ ɛij; ð3Þ

where αi is the predicted change in the dependent variable
for participants in the control group if the moderator vari-
able wij increases with one unit and γi denotes the interac-
tion effect of moderator wij with the grouping variable xij.
Inclusion of the main effect of the moderator variable is
especially beneficial if participants were not randomly
assigned to either the experimental or control group
because it controls for differences between these groups.

Estimates of γi and the corresponding sampling variances
have to be stored for each ith lab if moderator effects are
studied in the two-stage approach. The second step when
estimating moderator effects is equivalent to the second
step when estimating the average true effect except that
now the random-effects model in (1) is fitted to the γi. This
two-stage approach is also called a “meta-analysis of inter-
actions” since moderator effects are now meta-analyzed
(Simmonds & Higgins, 2007).

Applying the Two-Stage Approach to the
Data

A linear regression model can be fitted to the participant
data of each ith lab by using the function lm() in the pre-
loaded R package stats (R Core Team, 2021). The lm()

function requires as argument the regression equation in
so-called formula notation. The linear regression model in
(2) can be fitted using the code

lm(y � x)

where y � x denotes that a linear regression model is fitted
with dependent variable y and independent variable x. The
variables y and x refer to yij and xij of the ith lab in the lin-
ear regression model (2). This R code has to be executed
per lab, and the regression coefficient of variable xij and
its sampling variance has to be stored for each lab. The sup-
plemental materials at https://osf.io/c9zep/ provide code
for extracting this information from the output in R (Van
Aert, 2019a).

R code of the second step is highly similar to the code for
fitting the random-effects model,

rma(yi = thetai_hat, vi = vi_thetai_hat,

data = ma_dat)

where thetai_hat is the regression coefficient of variable
xij and vi_thetai_hat is the corresponding sampling
variance.

The results of the two-stage IPD meta-analysis are pre-
sented in the second row of Table 2. These results were
highly similar to the ones of the random-effects model

�2022 The Author(s). Distributed as a Hogrefe OpenMind article
under the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0)
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fitted to the summary effect sizes. The average true effect
size estimate slightly decreased (μ̂ = 0.082, 95% CI
[0.004; 0.161]), but was still statistically significant (z =
2.055, two-tailed p = .040). The estimate of the between-
study variance remained the same (τ̂2 = 0.006, 95% CI
[0; 0.043]) and was not statistically significant, Q(21) =
25.266 with p = .236.

The linear regression model in (3) has to be fitted in the
first step of a two-stage IPD meta-analysis in order to study
whether age has a moderating effect on the dependent vari-
able. This can be done by using the lm() function,

lm(y � x + age + x:age)

where age is the age of participant j in lab i and x:age

denotes the interaction effect between the grouping vari-
able and the moderating variable age. After storing the esti-
mated coefficient of the interaction effect and its sampling
variance, the random-effects model can be fitted analogous
to how we fitted this model for the two-stage IPD meta-
analysis for the lab’s estimated treatment effect θ̂i,

rma(yi = gammai, vi = vi_gammai,

data = ma_dat)

where gammai and vi_gammai are the estimated coeffi-
cient of the interaction effect and corresponding sampling
variance, respectively.

The results of the two-stage IPD meta-analysis are pre-
sented in the third row of Table 3. The coefficient of the vari-
able age was slightly larger than the coefficient of the
variable mean age obtained with the random-effects meta-
regression model (0.050 vs. 0.053), which suggested that
the effects at the participant and lab level were comparable.
The variable age was statistically significant in the two-stage
IPD meta-analysis (z = 2.238, two-tailed p = .025).

This indicates that the effect of assimilative priming on
the hostility rating was moderated by age. The between-
study variance of the true effects of the interaction was esti-
mated as τ̂2 = 0, and the null-hypothesis of no heterogeneity
was not rejected, Q(21) = 18.006 with p = .649.

Statistical Model One-Stage Approach

The linear regression model in (2) is fitted in a single analy-
sis using a multilevel model in one-stage IPDmeta-analysis.
A controversial modeling decision is whether the effects of
the labs (parameter ϕi in linear regression model (2)) have
to be treated as fixed or random effects (Brown &
Prescott, 2015; Higgins et al., 2001). Fixed effects imply that
separate intercepts are estimated for each lab, so the num-
ber of parameters increases if the number of labs increase.
This makes the model not parsimonious, and its results
can be difficult to interpret. Treating the effects as fixed
implies that inferences can only be drawn for the included
effects. Treating the effects as random implies the assump-
tion that the effects are a random sample from a population
of effects. Random effects allow, in contrast to fixed effects,
researchers to generalize the results to the population
effects. This is the reason why including the lab’s effects
as random effects has been argued asmore appropriate than
fixed lab’s effects (Schmid et al., 2004). However, estima-
tion of the variance of the population of effects may be dif-
ficult in the case of a small number of labs (Brown &
Prescott, 2015), so random effects may still be incorporated
as fixed parameters in the model to avoid imprecise estima-
tion of this variance. Another solution is to fit this model in a
Bayesian framework where prior information about the vari-
ance of the population effects can be incorporated (e.g.,
Chung et al., 2013).

Table 3. Results of fitting a random-effects meta-regression model (RE MR) and two-stage and one-stage individual participant data meta-
analysis where age is included as a moderator variable to data of the registered replication report by McCarthy and colleagues (2018)

Estimate (SE) (95% CI) Test of no effect τ̂2 (95% CI) Test H0: τ
2 = 0

RE MR 0.005 (0; 0.043) Q(20) = 23.456, p = .267

Intercept �0.921 (0.812) (�2.512; 0.671) z = �1.134, p = .257

Mean age 0.050 (0.040) (�0.029; 0.128) z = 1.237, p = .216

Two-stage 0.000 (0; 0.011) Q(21) = 18.006, p = .649

Age 0.053 (0.024) (0.007; 0.100) z = 2.238, p = .025

One-stage 0.003 (0; 0.011) w2(2) = 0.355, p = .837a

Intercept 8.264 (0.353) (7.570; 8.951) t(1,701.0) = 23.420, p < .001

x �0.791 (0.814) (�2.308; 0.820) t(18.8) = �0.972, p = .343

Age �0.064 (0.017) (�0.096; �0.030) t(4,477.1) = �3.780, p < .001

Age within 0.050 (0.024) (0.003; 0.096) t(5,331.4) = 2.074, p = .038

Age between 0.044 (0.040) (�0.036; 0.118) t(18.8) = 1.087, p = .291

Note. SE = standard error; CI = confidence interval; τ̂2 = estimate of the between-study variance obtained with restricted maximum likelihood estimation. “x”
is a dummy variable that determines whether a participant is in the control (= reference category) or experimental group, “Age within” is the within-lab
interaction between age and “x,” and “Age between” is the between-lab interaction between age and “x.” aThe anova() function conducts the likelihood-
ratio test by first fitting the models to be compared with full maximum likelihood estimation.

Zeitschrift für Psychologie (2022), 230(1), 60–72 �2022 The Author(s). Distributed as a Hogrefe OpenMind article
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The linear regression model in (3) can be fitted in a single
analysis to include moderator variables in a one-stage IPD
meta-analysis approach. However, the within and between-
lab interaction between the grouping and moderating vari-
able are not disentangled by fitting this model. A better
approach that disentangles the within and between lab
interaction is to fit the linear regression model (Riley
et al., 2008)

yij ¼ ϕi þ αiwij þ θixij þ γWxij wij �mi

� �þ γBxijmi þ ɛij;

ð4Þ
where mi is the mean of the moderator of the ith lab and
γW and γB is the within and between-lab interaction
between the moderating and grouping variable. The term
γWxij(wij � mi) is the interaction effect of the grouping
variable and the moderator variable minus the ith lab’s
mean of the moderating variable. This is known as
group-mean centering in the literature on multilevel mod-
eling (e.g., Enders & Tofighi, 2007). Also including the
interaction between the grouping variable and the lab
mean in the model (i.e., γBxijmi) allows for disentangling
the within and between-lab interaction of the grouping
and moderator variable.

Applying the One-Stage Approach to the
Data

The one-stage IPD meta-analysis model can be fitted to the
data by using the R package lme4 (Version 1.1.27.1, Bates
et al., 2015) and the R package lmerTest (Version 3.1.3,
Kuznetsova et al., 2017) has to be loaded to get p-values
for hypothesis tests of fixed effects.4 I show how to fit the
one-stage IPD meta-analysis model with random effects
for lab’s effects in the paper, but R code for fitting the model
with fixed effects as lab’s effects is available in the supple-
mental material at https://osf.io/c9zep/ (Van Aert, 2019a).5

The statistical model in (2) can be fitted with random lab
effects using the R code

lmer(y � x + (x | lab), data = ipd_dat)

where ipd_dat is a data frame containing the variables
that are included in this model. Random effects are speci-
fied in the lmer() function by including terms between
brackets. Here (x | lab) indicates that a model is fitted
with a random intercept for lab and a random slope for
the treatment effect that is allowed to be correlated.

The results of fitting one-stage IPD meta-analysis to the
data are shown in the last row of Table 2. The results are
similar to the ones obtained with the random-effects model
and two-stage IPD meta-analysis. The average effect size
estimate is μ̂ = 0.090 (95% CI [0.017; 0.164]), and this
effect size is significantly different from zero, t(18.6) =
2.356, two-tailed p = .030. The estimate of the between-
study variance was close to zero (τ̂2 = 0.002) and not
statistically significant, w2(2) = 0.554, p = .758. The correla-
tion between the intercepts and slopes of the labs was
equal to 0.591, so labs with a larger hostility rating in the
control group also showed a larger effect of assimilative
priming.

The statistical model in (4) to study the interaction effect
between age and the grouping variable can also be fitted
with the lmer() function. The following R code fits the
model

lmer(y � x + (x | lab) + age + I(age-

age_gm):x + age_gm:x, data = ipd_dat)

where I(age-age_gm):x is the interaction effect
between the grouping variable and the group-mean cen-
tered age variable, and age_gm:x is the interaction effect
between the mean age per lab and the grouping variable.

The results of one-stage IPD meta-analysis with age as
moderating variable are included in the last rows of Table 3.
Estimates of the intercept and the “x” are controlled for
other variables in the model and reflect the estimated aver-
age score of participants in the control group and the esti-
mated treatment effect. Estimates of the variables “Age
within” and “Age between” are of particular interest as
these indicate the interaction effect between the grouping
variable and age within and between labs. There was a
small positive interaction effect within labs γ̂W = 0.050

4 There is debate about whether p-values should be reported in the context of multilevel models because it is currently unknown how the
denominator degrees of freedom should be computed. I decided to explain how to obtain p-values and report those for the one-stage IPD meta-
analysis as researchers have a strong desire to interpret and report p-values. However, it is important to realize that these p-values are based
on approximate rather than exact denominator degrees of freedom. Luke (2017) showed by means of simulations that the default Satterthwaite
approximation implemented in the R package lmerTest (Kuznetsova et al., 2017) adequately controlled Type-I error and had the comparable
statistical power to other methods.

5 I conducted a small Monte-Carlo simulation study to examine whether the estimate of the treatment effect, its standard error, and the estimate
of the between-study variance were different for models with random and fixed effects as lab’s effects. Data were generated using a procedure
to stay as close as possible to the data of the RRR by McCarthy and colleagues (2018). That is, parameter estimates of the one-stage IPD meta-
analysis with random effects for lab’s effects were used for generating data, and the same number of labs as in the RRR was used. Sample sizes
were based on the observed sample sizes in the labs, but these were also systematically varied as small sample sizes were expected to be
favorable for fixed effects as lab’s effects. Results were highly similar for the two different one-stage IPD meta-analysis models. Non-
convergence occurred in approximately 50% of the iterations. For more details about this Monte-Carlo simulation study, R code, and all results
see Van Aert, 2019b: https://osf.io/r5kqy/.

�2022 The Author(s). Distributed as a Hogrefe OpenMind article
under the license CC BY 4.0 (https://creativecommons.org/licenses/by/4.0)
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(95% CI [0.003; 0.096], t(5,331.4) = 2.074, two-tailed p =
.038), but not between labs γ̂B = 0.044 (95% CI [�0.036;
0.118], t(18.8) = 1.087, two-tailed p = .291). However, γ̂W
and γ̂B were highly comparable, so there were no clear indi-
cations that the interaction effect was different between and
within labs. Also, note the difference in degrees of freedom
for testing these interaction effects that may cause a statis-
tically significant effect within but not between labs. The
between-study variance in lab’s true effect size was negligi-
ble (τ̂2 = 0.003) and not statistically significant, w2(2) =
0.355, p = .837. The correlation between the intercepts
and slopes of the labs was equal to 0.371.

Figure 2 provides an overview of the effect of (mean) age
within and between labs. The solid line represents the rela-
tionship between labs that was estimated by the meta-
regression model. Squares denote the observed effect size
and mean age per lab, with the dashed line reflecting the
effect of age within each lab that was obtained in the first
step of the two-stage IPD meta-analysis. The slope of a
dashed line illustrates to what extent the treatment effect
within a lab is moderated by age. Although the slopes of
the within lab effect differs across labs, this figure corrobo-
rates the results in Table 3 showing that the effect of (mean)
age was not substantially different between and within labs.

Conclusion

Multilab replication projects are becoming more popular to
examine whether an effect can be replicated and to what
extent it depends on contextual factors. Data of these pro-
jects are commonly analyzed using lab’s summary statistics

by means of conventional meta-analysis methods. This is
certainly a suboptimal approach because differences within
a lab are lost. This paper illustrated a better approach for
analyzing data of multilab replication projects using IPD
meta-analysis.

IPD meta-analysis allows for distinguishing the effect at
the participant and lab level in contrast to conventional
meta-analysis models. An artificial example illustrated that
drawing conclusions at the participant level using the con-
ventional meta-regression model is not allowed and that
it could lead to committing an ecological fallacy if it is done.
Other advantages of IPD meta-analysis are larger statistical
power for testing moderator effects than conventional
meta-analysis (Lambert et al., 2002; Simmonds & Higgins,
2007) and more modeling flexibility. Applying one-stage
and two-stage IPD meta-analysis to the RRR by McCarthy
and colleagues (2018) did not alter the main conclusion that
assimilative priming had a small but statistically significant
effect on hostility ratings. An interesting finding obtained
with IPD meta-analysis was that the moderating effect of
age was present within but not between labs.

IPD meta-analysis was illustrated by using raw mean dif-
ference as effect size measure because this is a common
effect size measure for multilab replication projects and it
was used in the RRR of McCarthy and colleagues (2018).
However, these models can also be applied for other effect
size measures as, for example, the correlation coefficient
and binary data (see for illustrations Pigott et al., 2012;
Turner et al., 2000; Whitehead, 2002). In the case of the
Pearson correlation coefficient, the independent and
dependent variables need to be standardized before being
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Figure 2. The effect of participant’s age and mean age per lab on the raw mean difference in the RRR by McCarthy and colleagues (2018). Squares
denote the observed effect sizes and mean age in the labs. The size of squares is proportional to the inverse of the standard error of the effect
sizes. The solid line shows the estimated effect between labs based on the meta-regression. The dashed lines show the effect of age within lab
obtained in the two-stage IPD meta-analysis (i.e., γ̂i in model (3)). The length of the dashed lines is proportional to the standard deviation of age
per lab.
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included in a one-stage IPD meta-analysis. The one-stage
IPD meta-analysis then returns an estimate of the average
correlation because the regression coefficient of a standard-
ized dependent variable regressed on a standardized inde-
pendent variable equals a Pearson correlation coefficient.
An IPD meta-analysis based on binary data is generally less
cumbersome than for other effect size measures since par-
ticipant data can be extracted from cell frequencies of con-
tingency tables in a study.

I recommend analyzing data of any multilab replication
project using one-stage IPD meta-analysis. One-stage IPD
meta-analysis is preferred over two-stage IPDmeta-analysis
because it generally has larger statistical power (Fisher et al.,
2011; Simmonds & Higgins, 2007) and has more modeling
flexibility. For example, moderators at the first level (partic-
ipant) and second level (lab) can be added as well as inter-
action effects between these moderators or an extra
random effect can be added to take into account that labs
are located in different countries. The model flexibility of
a one-stage IPDmeta-analysis can also be used to make dif-
ferent assumptions about the within-study residual variance.
This residual variance was assumed to be the same in all
control and experimental groups of the labs in the used
one-stage IPDmeta-analysis, but researchers may have the-
oretical reasons to impose a weaker assumption on the
within-study residual variance. Another advantage of one-
stage IPD meta-analysis is that it does not require special-
ized meta-analysis software in contrast to two-stage IPD
meta-analysis and also conventional meta-analysis. Popular
statistical software packages such as R, SPSS, Stata, and SAS
all include functionality to fit multilevel models that can also
be used for one-stage IPD meta-analysis.

A drawback of one-stage IPD meta-analysis is that it is
more complex to implement compared to two-stage IPD
and conventional meta-analysis. This increased complexity
is caused by the modeling flexibility that requires research-
ers to carefully think about how to specify their model. This
complexity of one-stage IPD meta-analysis is illustrated by
Jackson and colleagues (2018), who identified six one-stage
IPD meta-analysis models for synthesizing studies with
odds ratio as effect size measure, and five of these models
showed acceptable statistical properties. Hence, there is
currently not a single one-stage IPD meta-analysis model,
and future research is needed to assess what the best
one-stage IPDmeta-analysis models are. Another drawback
of one-stage IPD meta-analysis is that convergence prob-
lems may arise. These problems may be solved by simplify-
ing the random part of the model. For example, researchers
may opt for one-stage IPD meta-analysis with fixed rather
than random lab effects. Researchers may use two-stage
IPD meta-analysis to analyze their data as a last resort if
convergence problems of one-stage IPD meta-analysis can-
not be resolved.

This paper and the proposed recommendations are in
line with a recent article (McShane & Böckenholt, 2020)
that advocated meta-analysts by means of a thought exper-
iment to think about how they would analyze their data if
they would possess the participant data rather than only
the summary data. This thought experiment will motivate
researchers to apply more advanced and appropriate
meta-analysis models such as a three-level meta-analysis
model (e.g., Konstantopoulos, 2011; Van den Noortgate &
Onghena, 2003) when the nesting of studies in labs is,
for instance, taken into account or multivariate meta-analy-
sis where multiple outcomes are analyzed simultaneously
(e.g., Hedges, 2019; Van Houwelingen et al., 2002). One-
stage IPD meta-analysis is also ideally suited for fitting
these more advanced meta-analysis models due to its mod-
eling flexibility if the participant data are available.

Fitting IPD meta-analysis models to data in psychology
and this tutorial paper, in particular, may become more rel-
evant in the distant future when publishing participant data
hopefully becomes the norm. However, IPD meta-analysis
models can already be applied within psychology in other
situations than multilab replication projects. For instance,
meta-analyzing studies in a multistudy paper in a so-called
internal meta-analysis (e.g., Cumming, 2008, 2012; Maner,
2014; McShane & Böckenholt, 2017) has increased in popu-
larity (Ueno et al., 2016). The usual approach of an internal
meta-analysis is to meta-analyze summary data, whereas
analyzing the participant data by means of an IPD meta-
analysis is a better alternative. There are, however, also rare
cases where computing summary statistics based on IPD
data is beneficial. In the case of Big Data, it may be unfea-
sible to analyze the IPD data directly because the data are
too large to handle with a computer. A solution could be
to analyze the data using a split/analyze/meta-analyze
(SAM) approach where the data are (1) split into smaller
chunks, (2) each chunk is analyzed separately, and (3) the
results of the analysis of each chunk are combined using a
meta-analysis (Cheung& Jak, 2016; Zhang et al., 2018). This
approach is comparable to a two-stage IPD meta-analysis.

To conclude, the application of IPD meta-analysis meth-
ods to multilab replication projects has the potential to yield
relevant insights that could not have been obtained by con-
ventional meta-analysis methods. I hope that this paper cre-
ates awareness for IPD meta-analysis methods within the
research field of psychology and enables researchers to
apply these methods to their own data.
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Call for Papers

“COVID-19 and Coping With Future Crises:
Perspectives of Educational and
Developmental Psychology”
A Topical Issue of the Zeitschrift für Psychologie

Guest Editors: Marko Lüftenegger1, Martin Daumiller2, and Ingrid Schoon3,4

1Department of Developmental and Educational Psychology, University of Vienna, Austria
2Department of Psychology, University of Augsburg, Germany
3Berlin Social Science Center, Germany
4Institute of Education, University College London, University of London, UK

Focus of the Topical Issue, Aims,
and Scope

COVID-19 has challenged societies and our educational
systems in particular, with dramatic cuts into established
practices and imposing challenging new requirements. As
a consequence, vast differences emerged in how individual
students, teachers, and parents, different schools, and dif-
ferent educational systems managed to cope with this
unprecedented crisis. Through understanding these differ-
ences, we can learn from this health and economic crisis
and support educational policies in steering and mitigating
such crises in the future. In this call for papers for the
Zeitschrift für Psychologie, we invite contributions that use
the lens of educational and developmental psychology to
derive what we have can learned from this pandemic. From
a macro, meso, and micro perspective, we aim at improving
future pandemic preparedness by tackling three key ques-
tions: (1) How can educational systems be prepared for
future health and associated economic crises to mitigate
impacts of learning and development as well as psycho-
social functioning of students? (2) Which competencies
need to be fostered in students or teachers and how can this
be achieved? (3) How can social inequalities be alleviated
and an increase in educational gaps during crises be coun-
teracted? We seek original research contributions that use
survey or experimental data, social media data or objective
data, or combinations thereof. The main focus will be on
presenting original data to derive and justify implications
and recommendations.

How to Submit

There is a two-stage submissions process. Initially, inter-
ested authors are requested to submit extended abstracts
of their proposed papers. Authors of the selected abstracts
will then be invited to submit full papers. All papers will
undergo blind peer review.

Stage 1: Structured Abstract Submission

Authors interested in this special issue must submit a struc-
tured abstract of the planned manuscript before submitting
a full paper. The goal is to provide authors with prompt
feedback regarding the suitability and relevance of the
planned manuscript to the special issue.

The deadline for submitting structured abstracts is
June 15, 2022

Feedback on whether or not the editors encourage authors
to submit a full paper will be given by July 15, 2022.

Submission Guidelines for Structured
Abstracts

Structured abstracts should be no more than 1,500 words
and may encompass information on each of the following
headings: (a) Background, (b) Objectives, Research
question(s) and/or hypothesis/es, (c) Method/Approach,

�2022 Hogrefe Publishing Zeitschrift für Psychologie (2022), 230(1), 73–74
https://doi.org/10.1027/2151-2604/a000490
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(d) Results/Findings, (e) Conclusions and implications
(expected).

Structured abstracts should be submitted via email to
Marko Lüftenegger (marko.lueftenegger@univie.ac.at).

Stage 2: Full Paper Submission

For those who have been encouraged to submit a full paper,

the deadline for submission of manuscripts is
October 15, 2022

The full papers must be submitted through the online sub-
mission system of the journal, Editorial Manager. Full
manuscripts will undergo a blind peer-review process.

Submission Guidelines for Full Papers

� Only English-language submissions can be considered.
� Contributions must be original (not published previ-

ously or currently under review for publication
elsewhere).

� Original research articles should not exceed 45,000
characters and spaces in length, including references,
figures, and tables (allowances for figures and tables
should be deducted on the basis of size: approximately
1,250 characters for a quarter-page figure/table).

� Other submission formats (short reports, research
summaries, opinion pieces, etc.) are also considered,
please contact the editors for details.

� Reference citations in the text and in the reference list
should be in accordance with the principles set out in
the Publication Manual of the American Psychological
Association (7th ed.).

� Supplementary material must be made available
through digital open access repositories such as
PsychArchives: https://www.psycharchives.org/

� See also any recent issue of the journal.

For detailed author guidelines, please see the journal’s web-
site at www.hogrefe.com/j/zfp/

For additional information, please contact: marko.
lueftenegger@univie.ac.at, martin.daumiller@phil.uni-
augsburg.de, i.schoon@ucl.ac.uk

Timeline

� June 15, 2022: Abstract submissions due
� July 15, 2022: Feedback to authors
� October 15, 2022: Full paper submissions due
� December 15, 2023: Feedback to authors of full paper

submissions due
� February 15, 2023: Revised manuscripts due
� February 28, 2023: Editorial decision about accep-

tance/refusal of revised papers due
� Issue 3 (2023): Publication of topical issue

About the Journal

The Zeitschrift für Psychologie, founded in 1890, is the oldest
psychology journal in Europe and the second oldest in the
world. One of the founding editors was Hermann
Ebbinghaus. Since 2007 it is published in English and
devoted to publishing topical issues that provide state-of-
the-art reviews of current research in psychology. For more
detailed information about the journal please visit the
official website at http://www.hgf.io/zfp

Zeitschrift für Psychologie (2022), 230(1), 73–74 �2022 Hogrefe Publishing
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Call for Papers

“Are All Conspiracy Theories Created Equal?
The Form, Functions, and Consequences of
General Conspiracy Mindsets Versus
Specific Beliefs”
A Topical Issue of the Zeitschrift für Psychologie

Guest Editors: Roland Imhoff1, Aleksandra Cichocka2, Biljana Gjoneska3, and Olivier Klein4

1Social and Legal Psychology, Johannes Gutenberg University Mainz, Germany
2School of Psychology, University of Kent, UK
3Macedonian Academy of Sciences and Arts, Skopje, North Macedonia
4Center for Social and Cultural Psychology, Université libre de Bruxelles, Belgium

Focus of the Topical Issue, Aims,
and Scope

Events like the 2021 storming of the US capitol or protests
against protective measures during the global COVID-19
pandemic have brought conspiracy beliefs and their conse-
quences to the center stage of political discourse. Although
each of these actions is motivated by very concrete conspir-
acy allegations, psychological research has long suspected a
coherent mindset behind concrete conspiracy beliefs,
labelled a conspiracy mentality, conspiracist ideation, con-
spiratorial worldview or mindset. In this special issue we
welcome submissions that help elucidate the psychology
behind this general propensity to endorse conspiracy theo-
ries as well as scholarly critique and empirical arguments
against this view. We invite original scholarly contributions
that aim to tackle the different functions and manifesta-
tions of different conspiracy beliefs as well as a generalized
conspiracy mentality.

Both original papers as well as systematic reviews and
meta-analyses are welcome in this special issue. Studies
spanning across longer periods of time and wider geograph-
ical regions, would be of special interest to editors. In
particular, the editors may prioritize longitudinal over cross-
sectional data, experimental over correlational evidence,
data from underrepresented samples over convenience or
crowdsourced samples, or pre-registered research over
non-pre-registered research.

The topics covered may include (but are not limited to):
� What are different antecedents and consequences of

generalized conspiracy mentality vs. specific conspir-
acy beliefs?

� To what extent are conspiracy beliefs just an expres-
sion of an underlying worldview or highly specific
beliefs that serve intergroup as well as personal
purposes?

� What is conspiracy mentality and what are the (dis)
similarities with political ideology?

� As a counterpoint to the notion of a uniform worldview:
Are there meaningful differences between different
conspiracy beliefs that are associated with differential
antecedents, functions, and consequences (e.g., inter-
group vs. intragroup; personally affected vs. not; target-
ing elites vs. marginalized groups)?

� How does the concept of a uniform mentality help or
hinder interventions aimed at mitigating the potential
adverse effects of conspiracy beliefs?

How to Submit

There is a two-stage submission process. Initially, interested
authors are requested to submit extended abstracts of their
proposed papers. Authors of the selected abstracts will then
be invited to submit full papers. All manuscripts will
undergo blind peer review.

�2022 Hogrefe Publishing Zeitschrift für Psychologie (2022), 230(1), 75–76
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Stage 1: Structured Abstract Submission

Authors interested in this special issue must submit a struc-
tured abstract of the planned manuscript before submitting
a full paper. The goal is to provide authors with prompt
feedback regarding the suitability and relevance of the
planned manuscript to the special issue.

The deadline for submitting structured abstracts is
June 15, 2022.

Feedback on whether or not the editors encourage authors
to submit a full paper will be given by August 1, 2022.

Structured abstracts should be within 500 to 1,000
words maximum and may encompass information on each
of the following headings: (a) Background and Objectives,
(b) Methods, (c) Results, (d) Conclusions. For empirical
papers, please specify whether the study was pre-registered
or not.

Structured abstracts should be submitted by email to the
guest editor Roland Imhoff (roland.imhoff@uni-mainz.de).

Stage 2: Full Paper Submission

For those who have been encouraged to submit a full paper,

the deadline for submission of manuscripts is
January 1, 2023.

The full papers must be submitted through the online
submission system of the journal, Editorial Manager. Full
manuscripts will undergo a blind peer-review process.

Submission Guidelines for Full Papers

� Only English-language submissions can be considered.
� Contributions must be original (not published previ-

ously or currently under review for publication
elsewhere).

� Review and original articles should not exceed 45,000
characters and spaces in length (roughly 6,500 words),
including references, figures, and tables (allowances for
figures and tables should be deducted on the basis of
size: approximately 1,250 characters for a quarter-page
figure/table).

� All research syntheses should adhere to the meta-
analytic reporting standards (MARS) proposed by
the APA (http://www.apa.org/pubs/authors/jars.pdf).
Additionally, authors should include a statement in

accordance with the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) state-
ment (most current version available at http://www.
prisma-statement.org) as a supplemental file for review.

� Other submission formats (short reports, opinion
pieces, etc.) will also be considered – please contact
the editors for details. Research spotlights reporting
single studies will be reserved for studies including
hard-to-reach-populations, advanced methods, excep-
tionally large datasets, or any other feature that justi-
fies the single study format.

� Reference citations in the text and in the reference list
should be in accordance with the principles set out in
the Publication Manual of the American Psychological
Association (7th ed.).

� Supplementary material must be made available
through PsychArchives: https://www.psycharchives.
org/.

� For exemplary articles, please see any recent issue of
the journal.

For more detailed instructions for authors, please visit the
following link https://tinyurl.com/2mbzfjth.

Timeline

� June 15, 2022: Abstract submissions due
� August 1, 2022: Deadline for abstract selection/call

for full papers
� January 1, 2023: Full paper submissions due
� March 15, 2023: Guest editor feedback to authors
� June 1, 2023: Deadline for revised papers
� September 30, 2023: Guest editor feedback to revised

papers
� Issue 1 (2024): Publication topical issue

About the Journal

The Zeitschrift für Psychologie, founded in 1890, is the oldest
psychology journal in Europe and the second oldest in the
world. One of the founding editors was Hermann Ebbing-
haus. Since 2007 it is published in English and devoted to
publishing topical issues that provide state-of-the-art
reviews of current research in psychology. For more
detailed information about the journal please visit the offi-
cial website at http://www.hgf.io/zfp.
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Instructions to Authors
The Zeitschrift für Psychologie publishes high-quality research
from all branches of empirical psychology that is clearly of
international interest and relevance, and does so in four topical
issues per year. Each topical issue is carefully compiled by guest
editors. The subjects being covered are determined by the editorial
team after consultation within the scientific community, thus
ensuring topicality. The Zeitschrift für Psychologie thus brings
convenient, cutting-edge compilations of the best of modern
psychological science, each covering an area of current interest.

Zeitschrift für Psychologie publishes the following types of
articles: Review Articles, Original Articles, Research Spotlights,
Horizons, and Opinions.

Manuscript submission: A call for papers is issued for each
topical issue. Current calls are available on the journal’s website at
http://www.hgf.io/zfp. Manuscripts should be submitted as Word
or RTF documents by e-mail to the responsible guest editor(s).
An article can only be considered for publication in the Zeitschrift
für Psychologie if it can be assigned to one of the topical issues
that have been announced. The journal does not accept general
submissions.

Detailed instructions to authors are provided at http://www.
hgf.io/zfp

Copyright Agreement: By submitting an article, the author
confirms and guarantees on behalf of themselves and any
coauthors that he or she holds all copyright in and titles to the
submitted contribution, including any figures, photographs, line
drawings, plans, maps, sketches and tables, and that the article
and its contents do not infringe in any way on the rights of third
parties. The author indemnifies and holds harmless the publisher
from any third-party claims. The author agrees, upon acceptance
of the article for publication, to transfer to the publisher on behalf
of themselves and any coauthors the exclusive right to reproduce
and distribute the article and its contents, both physically and in
nonphysical, electronic, and other form, in the journal to which it

has been submitted and in other independent publications, with
no limits on the number of copies or on the form or the extent of
the distribution. These rights are transferred for the duration of
copyright as defined by international law. Furthermore, the author
transfers to the publisher the following exclusive rights to the
article and its contents:
1. The rights to produce advance copies, reprints, or offprints of

the article, in full or in part, to undertake or allow translations
into other languages, to distribute other forms or modified
versions of the article, and to produce and distribute summaries
or abstracts.

2. The rights to microfilm and microfiche editions or similar, to the
use of the article and its contents in videotext, teletext, and
similar systems, to recordings or reproduction using other
media, digital or analog, including electronic, magnetic, and
optical media, and in multimedia form, as well as for public
broadcasting in radio, television, or other forms of broadcast.

3. The rights to store the article and its content in machine-
readable or electronic form on all media (such as computer
disks, compact disks, magnetic tape), to store the article and its
contents in online databases belonging to the publisher or third
parties for viewing or downloading by third parties, and to
present or reproduce the article or its contents on visual display
screens, monitors, and similar devices, either directly or via data
transmission.

4. The rights to reproduce and distribute the article and its
contents by all other means, including photomechanical and
similar processes (such as photocopying or facsimile), and as
part of so-called document delivery services.

5. The right to transfer any or all rights mentioned in this
agreement, as well as rights retained by the relevant copyright
clearing centers, including royalty rights to third parties.

Online Rights for Journal Articles: Guidelines on authors’ rights to
archive electronic versions of their manuscripts online are given in
the document ‘‘Guidelines on sharing and use of articles in Hogrefe
journals’’ on the journal’s web page at http://www.hgf.io/zfp
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given a DOI and registered with CrossRef.

How Does Hogrefe’s Open Access Program Work?
After submission to the journal, your article will under- 
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hosting, and archiving. In the traditional publishing  
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Open access publication, by contrast, is financed by 
means of a one-time article fee (€ 2,500 or US $3,000) 
payable by you the author, or by your research institute 
or funding body. 

Once the article has been accepted for publication, it’s 
your choice – open access publication or the traditional 
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“We welcome a diversity of approaches, articles,  
reviews, and policy briefs. We are the first psychology 
journal to stand squarely with the UN SDGs.”

Stuart Carr, Editor-in-chief, Massey University, Auckland, New Zealand
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The joys and pains of using big data and research synthesis methods 
in the field of psychology

This sixth collection of “Hotspots in Psychology” goes beyond presenting state-of-the-art 
systematic reviews and meta-analyses in research fields to also discuss the fruitfulness and 
challenges of using big data in psychological research. For instance, topics such as 
intensive longitudinal data (e.g., time series and experience sampling), nonobtrusive 
methods of data gathering (e.g., sensors and log data), and how big data can be handled 
and analyzed.

Five contributions explore the application of individual participants meta-analyses as a 
way to replicate studies, the role of the degree of anthropomorphism (“human-likeness”) 
in human–robot interactions, the challenge of multiple dependent effect sizes when 
conducting a meta-analytical structural equation model, the value of using log data from 
online platforms as a way to predict learning outcomes, and the utility of a block-wise fit 
evaluation in structural equation models with many longitudinally measured variables. To 
promote open science, supplemental material is available in a repository.

Contents include:
Decrypting Log Data: A Meta-Analysis on General Online Activity and Learning 
Outcome Within Digital Learning Environments
Maria Klose, Diana Steger, Julian Fick, and Cordula Artelt

Dealing With Dependent Effect Sizes in MASEM: A Comparison of Different Approaches 
Using Empirical Data
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Block-Wise Model Fit for Structural Equation Models With Experience Sampling Data
Julia Norget and Axel Mayer

Analyzing Data of a Multilab Replication Project With Individual Participant Data 
Meta-Analysis: A Tutorial
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